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Abstract 
 Customer churn poses a significant challenge in the telecommunications 
industry, as it directly impacts both revenue and long-term customer retention. 
This study leverages real-world customer data from TPLUS Digital to evaluate 
the effectiveness of machine learning techniques in predicting customer churn. 
The research aims to assess the learning speed and testing capability of machine 
learning models and compare their performance in churn prediction. Two widely 
used models Logistic Regression (LR) and Random Forest (RF) were employed 
and evaluated using various performance metrics, including training and testing 
time, AUC, Precision, Recall, and F1-Score. The dataset was divided into 
training and testing sets using multiple ratios: 70%-30%, 80%-20%, and 90%-
10%. Results show that Random Forest outperforms Logistic Regression in 
identifying customers likely to churn and achieves higher overall accuracy. 
However, Logistic Regression exhibited faster training times and more consistent 
performance on imbalanced datasets. This study provides valuable insights into 
the  app l i ca t i on  o f  mach in e  l ea r n ing  fo r  chu r n  p red ic t ion  in  th e 
telecommunications sector and offers a foundation for developing effective 
customer retention strategies. 
Keywords: Logistic Regression, Random Forest, Churn Prediction, Model 
Evaluation Metrics

 

 

 

1.  ພາກສະໜ ີ
 ໃນຍຸກປັດຈຸບັນນີ ີ້  ເປ ັນຍຸກທີ ີ່ເຕ ັກໂນໂລຊີ  ແລະ ຂ ໍ້ມູນ
ຂ່າວສານຖືກນ າມາໃຊ້ສະໜັບສະໜູນສັງຄົມໃນຫຼາຍດ້ານ. ໂດຍ
ສະເພາະ ການເຂົີ້າເຖິງ ແລະ ຄົີ້ນຫາຂ ໍ້ມູນຂ່າວສານຜ່ານລະບົບ ໂທລະ
ຄົມມະນາຄົມ ຈ ີ່ງກ່າຍມາເປັນເລືີ່ອງງ່າຍ, ສະດວກ ແລະ ວ່ອງໄວຂ ີ້ນ
ເລື ີ້ອຍໆ. ລະບົບໂທລະຄົມມະນາຄົມໄດ້ມີການພັດທະນາ ແລະ 
ຂະຫຍາຍຕົວຢ່າງກ້າວກະໂດດ ເຊິີ່ງອາດຈະເປັນລະບົບທີີ່ມີສາຍ, ບ ໍ່ມີ
ສາຍ ຫຼ ື ເຄືອຂ່າຍ ອິນເຕີເນັດ ເປັນຕົີ້ນ. ສິ ີ່ງເຫຼ ົ ຼົ່ານີ ີ້ຊ່ວຍໃຫ້ຜູ ້ໃຊ້
ບ ລິການສາມາດສົຼົ່ງ ແລະ ຮັບຂ ໍ້ມູນຂ່າວສານໄດ້ຢ່າງວ່ອງໄວ ທັນເວລາ 
ແລະ ຄວບຄຸມທຸກຮູບແບບການສືີ່ສານ ບ ໍ່ວ່າຈະເປັນສຽງ, ຂ ໍ້ມູນທີີ່ເປັນ
ຕົວເລກ, ຕົວອັກສອນ, ຮູບພາບ, ວິດີໂອ ຫຼື ແຜນວາດຕ່າງໆ. ເພາະ
ສາມາດເຜີຍແຜ່ຂ ໍ້ມູນຂ່າວສານເຫຼົ ຼົ່ານີີ້ໄປຫາຜູ້ໃຊ້ງານຕ່າງໆໄດ້ຢ່າງບ ໍ່
ຈ າກັດ ບ ໍ່ວ່າຈະຢູ່ໃກ້ ຫຼື ຢູ່ໄກ ເນືີ່ອງຈາກການພັດທະນາຂອງໂທລະ
ຄົມມະນາຄົມ ແລະ ການນ າອິນເຕີເນັດທີີ່ໄດ້ມາຊ່ວຍໃນການໂອນຖ່າຍ 
ແລະ ສືີ່ສານໂດຍຜ່ານສັນຍານຕ່າງໆ ທີີ່ມີສາຍ ຫຼື ບໍ່ ມີສາຍ ຢູ່ໃນອັດຕາ
ຄວາມໄວທີີ່ສູງ (Kingsakda et al., 2024). 
 ແນ່ນອນໃນອຸດສະຫະກ າໃດທີ ີ່ມີການນ າໃຊ້ຫຼາຍກ ໍ່ເປັນທີີ່
ຍອມຮັບກັນແລ້ວວ່າ ຕ້ອງມີການແຂ່ງຂັນສູງ ໂດຍຜູ້ໃຫ້ບ ລິການເພືີ່ອ

ໃຫ້ລູກຄ້າເລືອກໃຊ້ງານ ຄວາມທ້າທາຍທີີ່ສ າຄັນອີກຢ່າງໜ ີ່ງເຖິງການ
ຮັກສາລູກຄ້າເກົຼົ່າທີີ່ມີຢູ່ແລ້ວ ບ ໍ່ໃຫ້ຍ້າຍໄປຫາຄູ່ແຂ່ງອືີ່ນ. ສ າລັບອຸດ
ສາຫະກ າການສືີ່ສານ ການເສຍລູກຄ້າໃຫ້ກັບບ ລິສັດຄູ່ແຂ່ງທີີ່ມີຂ ໍ້ສະເໝີ
ດີກວ່າ ເຮັດໃຫ້ເສຍໂອກາດສ າຄັນທາງທຸລະກິດ ແລະ ກ່ຽວຂ້ອງກັບ
ການສູນເສຍລາຍຮັບ ເນືີ່ອງຈາກຄ່າໃຊ້ຈ່າຍໃນການຊອກຫາລູກຄ້າໃ
ໝ່ຈະມີຄ່າໃຊ້ທີ ີ່ຈ່າຍສູງກວ່າການຮັກສາລູກຄ້າເກົ ຼົ່າ (Wagh & 
Andhale, 2024). 
 ການຄາດຄະເນການຢຸດໃຊ້ບ ລິການຂອງລູກຄ້າແມ່ນ ມີຄວາມ
ສ າຄັນຫຼາຍທີີ່ສຸດຕ ໍ່ການໃຫ້ບ ລິການ ເຊິີ່ງຈະເປັນການບົຼົ່ງບອກທີີ່ສ າຄັນ
ຂອງການໃຫ້ບ ລິການ ແລະ ເປັນຜົນກະທົບໂດຍກົງຕ ໍ່ລາຍຮັບ ແລະ 
ກ າໄລໃນການດ າເນີນທຸລະກິດ ໂດຍສ່ວນໃຫ່ຍແລ້ວຈະມີການປະເມີນ
ປະຈ າເດືອນ ຫຼື ປະຈ າປີ. ການຄາດຄະເນການຢຸດໃຊ້ບ ລິການໄດ້ຖືກໃຊ້
ໃນທຸກອຸດສາຫະກ າ ໂດຍສະເພາະແມ່ນທາງດ້ານ ໂທລະຄົມມະນາຄົມ 
ເນືີ່ອງຈາກວ່າ ມີການໃຊ້ເຕັກໂນໂລຊີການຮຽນຮູ້ ທີີ່ມີຄວາມສະຫຼາດ 
ແລະ ມີປະສິດທິພາບ ເຮັດໃຫ້ສາມາດຄາດຄະເນການເພີີ່ມຂືີ້ນ ແລະ 
ຫຼຼຸດລົງຂອງລູກຄ້າໄດ ້(Lalwani et al., 2021). 
 ການຢຸດໃຊ້ບ ລິການ (Customer Churn) ໃນການສືີ່ສານຈະ
ເກີດຂ ີ້ນດ້ວຍຫຼາຍສາເຫດເຊັຼົ່ນ: ຄຸນນະພາບການບ ລິການບ ໍ່ເປັນທີີ່ໜ້າ
ພ ໃຈ, ຄ່າບ ລິການທີີ່ບ ໍ່ເຫມາະສົມ ລວມເຖິງບ ລິການລູກຄ້າບ ໍ່ໄດ້ດີເທົຼົ່າ
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ທີີ່ຄວນ ຖ້າຢູ່ໃນສະພາບດັຼົ່ງກ່າວນັີ້ນ ໜ້າທີີ່ສ າຄັນຂອງຜູ້ໃຫ້ບ ລິການຄື: 
ຕ້ອງເກັບກ າ ແລະ ວິເຄາະຂ ໍ້ມູນ ເພືີ່ອເຂົີ້າໃຈເຖິງພ ດຕິກ າຂອງລູກຄ້າ 
ແລ້ວສ້າງກົນໄກການປ້ອງກັນ ເພືີ່ອບ ໍ່ໃຫ້ການຢຸດໃຊ້ບ ລິການເກີດຂ ີ້ນ
ໄດ້ຢ່າງຕ ໍ່ເນືີ່ອງ. ໃນປັດຈຸບັນ ເຕັກໂນໂລຊີການຮຽນຮູ້ ໄດ້ກາຍມາເປັນ
ເຕັກໂນໂລຊີທີີ່ຈ າເປັນສ າລັບການຄາດຄະເນການຢຸດໃຊ້ບ ລິການດ້ວຍ
ຄວາມສາມາດໃນການວິເຄາະ ແລະ ຮຽນຮູ້ຈາກຂ ໍ້ມູນໃນຈ ານວນຫຼາຍ
ໄດ້ຢ່າງມີປະສິດທິພາບ ເພືີ່ອຊ່ວຍວິເຄາະເຖິງພ ດຕິກ າ ແລະ ຫາຮູບແບບ
ຂອງຂ ໍ້ມູນທີີ່ຈະເປັນຕົວຊີີ້ບອກວ່າລູກຄ້າມີແນວໂນ້ມທີີ່ຈະອອກຈາກ
ການໃຫ້ບ ລິການສູງ. ເຕັກໂນໂລຊີການຮຽນຮູ້ແມ່ນ ລະບົບການຮຽນຮູ້
ຄອມພິວເຕີ ທີ ີ່ກ່ຽວຂ້ອງກັບການພັດທະນາ ແລະ ການສ ກສາສູດ
ຄິດໄລ່ໃນທາງສະຖິຕິ ທີີ່ສາມາດຮຽນຮູ້ຈາກຂ ໍ້ມູນ ໂດຍເປັນຂ ໍ້ມູນທີີ່ສັບ
ຊ້ອນ ແລະ ການເຮັດວຽກທີີ່ບ ໍ່ມີຄ າສັຼົ່ງທີີ່ຊັດເຈນ (Samuel, 1986). 
 ການສ ກສານີີ້ໄດ້ດ າເນີນເພືີ່ອປະເມີນປະສິດທິພາບຂອງເຕັກໂນ
ໂລຊີການຮຽນຮູ້ Logistic Regression (LR) ແມ່ນເຕັກໂນໂລຊີ
ການຮຽນຮູ ້ການທົດຖອຍ ທີ ີ່ຄ ົ ີ້ນຫາຮູບແບບທີ ີ່ງ ່າຍດາຍ ແຕ່ມີ
ປະສິດທິພາບ ທີ ີ່ເໝາະສົມທີ ີ່ສ ຸດ ໃນການອະທິບາຍຄວາມສ າພັນ
ລະຫວ່າງຕົວປ່ຽນຕາມ ຕາມການຕອບສະໜອງຂອງຕົວປ່ຽນອິດສະຫຼະ 
(Hosmer & Lemeshow, 2013) ແລະ  Random Forest (RF) 
ແມ່ນເຕັກໂນໂລຊີການຮຽນຮູ້ປ່າໄມ້ແບບສຸ່ມ ເປັນເຕັກໂນໂລຊີການ
ຮຽນຮູ້ເຄືີ່ອງຈັກຍອດນິຍົມ ທີີ່ພັດທະນາໂດຍ Leo Breiman ແລະ 
Adele Cutler, ໂດຍການເອົາ ເຕັກໂນໂລຊີການຕັດສິນໃຈແບບ
ຕົີ້ນໄມ້ ຈ ານວນຫຼາຍມາລວມເຂົີ້າກັນເພືີ່ອໃຫ້ໄດ້ຜົນຮັບອັນດຽວ. ເຕັກ
ໂນໂລຊີການຮຽນຮູ້ນີີ້ ມີຄວາມເປັນມິດກັບຜູ້ໃຊ້ ແລະ ຄວາມສະຫຼາດ
ວ່ອງໄວ ເຮັດໃຫ້ເຫມາະສົມສ າລັບທັງວຽກງານການຈັດປະເພດການ
ທົດຖອຍຢ່າງຫຼວງຫຼາຍ (Sruthi, 2024).  
 ຈາກບັນຫາ ແລະ ຄວາມສ າຄັນທີີ່ກວ່າມາຂ້າງເທິງນີີ້ ຜູ້ສ ກສາ
ຈ ີ່ງມີຄວາມສົນໃຈເພືີ່ອສ ກສາປະສິດທິພາບຂອງເຕັກໂນໂລຊີການຮຽນ
ຮູ້ ໃນການຄາດຄະເນການໃຊ້ບ ລິການຂອງລູກຄ້າ ບ ລິສັດ TPLUS 
DIGITAL, ສ ກສາຄວາມໄວໃນການຮຽນຮູ້ ແລະ ທົດສອບ ຂອງ
ເຕັກໂນໂລຊີການຮຽນຮູ້ ແລະ ເພືີ່ອປຽບທຽບປະສິດທິພາບ ຂອງເຕັກ
ໂນໂລຊີການຮຽນຮູ້ໃນການຄາດຄະເນການຢຸດໃຊ້ງານຂອງລູກຄ້າ. 
2. ອປຸະກອນ ແລະ ວທິກີານ  
 ຮູບແບບວິທີການສ ກສາຄົີ້ນຄວ້າແມ່ນໄດ້ອອກແບບແຜນວາດ
ຂັີ້ນຕອນວິທີການ ໃນການປະເມີນປະສິດທິພາບຂອງເຕັກໂນໂລຊີການ
ຮຽນຮູ້ ດັຼົ່ງຮູບທີ 1 
2.1 ຂ ໍ້ມູນທີີ່ນ າມາວິເຄາະ 
 ການຄົ ີ້ນຄວ້ານີ ີ້ແມ່ນໃຊ້ຊຼຸດຂ ໍ້ມູນ ຈາກຖານຂ ໍ້ມູນຂອງ
ບ ລິສັດ TPLUS DIGITAL  ໃນຮູບແບບນາມສະກຸນ .CSV ມີຂ ໍ້
ມູນທັງຫມົດ 1,003,101 ແຖວ. ໃນການທົດລອງໄດ້ແບ່ງຂ ໍ້ມູນການ
ຮຽນຮູ້ ແລະ ທົດສອບ  ອອກເປັນ 3 ສ່ວນເພືີ່ອ ການຮຽນຮູ້ ແລະ 
ການທົດສອບຄື: 70%-30%, 80%-20% ແລະ 90%-10% ຕາມ
ລ າດັບ. 
2.2 ປະຊາກອນ ແລະ ກຸ່ມຕົວຢ່າງ  
 ປະຊາກອນໃນການສ ກສານີີ້ແມ່ນລູກຄ້າທີີ່ໃຊ້ບ ລິການຂອງ
ບ ລິສັດ TPLUS DIGTTAL ໃນລະບົບຂ ໍ້ມູນຈິງ ນັບຕັີ້ງແຕ່ເດືອນ 
ກຸມພາ ຫາ ເດືອນເມສາ ປີ 2024  ທີີ່ມີທັງຜູ້ໃຊ້ທີີ່ຢຸດໃຊ້ ແລະ ຍັງໃຊ້
ງານຢູ່. ຂ ໍ້ມູນປະກອບໄປດ້ວຍຂ ໍ້ມູນເລກໝາຍຜູ້ໃຊ້ບ ໍ່ລິການ, ການເຕີມ
ເງ ິນ, ການຊືີ້ແພັກແກັດດາຕ້າ, ການໂທ, ການສົຼົ່ງຂ ໍ້ຄວາມ, ການໃຊ້

ບ ລິການເສີມ, ຍອດເງ ິນທີີ່ໃຊ້ທັງໝົດ, ໄລຍະເວລາການໃຊ້ບ ລິການ, 
ເພດ, ການຮ້ອງທູກຂອງລູກຄ້າ ແລະ ປະເພດຂອງລູກຄ້າ ດັຼົ່ງໃນໃນ
ຕາຕະລາງທີ 1  ສະແດງໃຫ້ເຫັນເຖິງລາຍລະອຽດຂ ໍ້ມູນທີີ່ມີຊືີ່ຕົວປ່ຽນ 
ແລະ ລາຍລະອຽດຂອງຕົວປ່ຽນ. 
2.3      ການກະກຽມຂ ໍ້ມູນ (Data Preprocessing) 
2.3.1 ການທ າຄວາມສະອາດຂ ໍ້ມູນ (Data Cleaning) 
 ຄຸນນະພາບຂອງຂ ໍ້ມູນເປັນປັດໃຈຫຼັກຕ ໍ່ປະສິດທິພາບ ຂອງ
ເຕັກໂນໂລຊີການຮຽນຮູ້. ໃນການສ ກສານີີ້ ມີການດ າເນີນຂະບວນ
ການທ າຄວາມສະອາດຂ ໍ້ມູນ, ການຈັດການຂ ໍ້ມູນທີີ່ສູນຫາຍ, ຂ ໍ້ມູນທີີ່
ຊ ້າກັນ ແລະ ແກ້ໄຂຂ ໍ້ມູນທີີ່ບ ໍ່ຖືກຕ້ອງ ເພືີ່ອຮັບປະກັນໃນຄວາມໜ້າ
ເຊືີ່ອຖື ແລະ ຄວາມຖືກຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ (Fujo et al., 
2022). 
2.3.2   ການແປງຮູບແບບຂ ໍ້ມູນ (Data Transformation) 
   ການປ່ຽນແປງຂ ໍ້ມູນຈາກຮູບແບບປະເພດໝວດໝູ່ ໃຫ້
ກາຍເປັນຕົວເລກ ທີີ່ເອີີ້ນວ່າ “ການເຂົີ້າລະຫັດປະເພດໝວດໝູ່” ແມ່ນ
ຂັີ້ນຕອນທີີ່ມີຄວາມສ າຄັນຫຼາຍໃນການກະກຽມຂ ໍ້ມູນ ເຊິ ີ່ງຂະບວນ
ການນີີ້ມີຄວາມຈ າເປັນເນືີ່ອງຈາກວ່າເຮັດໃຫ້ເຕັກໂນໂລຊີການຮຽນຮູ້ມີ
ປະສິດທິພາບຫຼາຍຂ ີ້ນ ເມືີ່ອໃຊ້ຂ ໍ້ມູນທີີ່ເປັນຕົວເລກ (Hall, 1999). 
2.3.3 ການປັບປຸງຂ ໍ້ມູນ (Data Adjustment) 
 ກ່ອນທີີ່ຈະເຮັດການຮຽນຮູ້ ແລະ ທົດສອບຂ ໍ້ມູນ ເຮົາໄດ້ມີ
ການປັບຄ່າຂອງຊຼຸດຂ ໍ້ມູນໃຫ້ມີຄ່າສະເລ່ຍເປັນມາດຕະຖານ ຂັີ້ນຕອນນີີ້
ມີຈຸດປະສົງເພືີ່ອໃຫ້ຂ ໍ້ມູນຢູ່ໃນມາດຕະຖານດຽວກັນ ເຊິີ່ງການປັບຄ່າ
ແບບນີີ້ຈະຊ່ວຍໃຫ້ເຕັກໂນໂລຊີເຮັດວຽກມີປະສິດທິພາບ ແລະ ຫຼຼຸດ
ການລ ຖ້າຈາກການທີີ່ຂ ໍ້ມູນມີຄ່າຫຼາຍ ຫຼື ມີສ່ວນຫຼື ີ່ນກັນຫຼາຍເກີນໄປ 
(Imani et al., 2023). 
2.4 ການເລືອກຄຸນສົມບັດຂ ໍ້ມູນ (Feature Selection) 
 ວິທີການເລືອກຄຸນລັກສະນະ ທີີ່ອີງໃສ່ສະຖິຕິ ແມ່ນວິທີການ
ເຊືີ່ອມໂຍງລະຫວ່າງຂ ໍ້ມູນ ແຕ່ລະຄ່າຄຸນລັກສະນະທີີ່ໃຊ້ເປັນຕົວປ່ຽນນ າ
ເຂົີ້າ ກັບຜົນຮັບທີີ່ຕ້ອງການໃນການຄາດຄະເນ ໂດຍໃຊ້ວິທີການວິເຄາະ
ທາງສະຖິຕິ. ຕົວປ່ຽນນ າເຂົີ້າທີີ່ມີຄວາມສ າພັນຢ່າງສູງ ຫຼື ມີຜົນຕ ໍ່ເປ ົ້າໝ
າຍແບບຊັດເຈນ ແມ່ນຕົວປ່ຽນທີີ່ຖືກເລືອກໃຊ້ກັບເຕັກໂນໂລຊີ ເພືີ່ອ
ປັບປຸງຄວາມຖືກຕ ້ອງ ແລະ ປະສິດທິພາບຂອງການຄາດຄະເນ 
(Kavitha, 2020). 
2.5 ການແຍກຂ ໍ້ມູນໃນການຮຽນຮູ້ ແລະ ທົດສອບ 
 ການແບ່ງຊຼຸດຂ ໍ້ມູນເພື ີ່ອຮຽນຮູ້ ແລະ ທົດສອບ ໂດຍວິທີ
ແຍກແບບຊຼຸ່ມ ເປັນວິທີທີ ີ່ໄດ້ຮັບການຍອມຮັບຢ່າງກວ້າງຂວາງໃນ
ຂົງເຂດການຄົີ້ນຄວ້າ ແລະ ວິໄຈ ດ້ານເຕັກໂນໂລຊີການຮຽນຮູ້ ມາແຕ່
ດົນນານ (Kosaraju et al., 2023). ວັດຖຼຸປະສົງຫຼັກຂອງວິທີນີ ີ້ຄື 
ການປະເມີນຄວາມຖືກຕ້ອງໃນການຄາດຄະເນຂອງເຕັກໂນໂລຊີ ວ່າຈະ
ປ່ຽນແປງແນວໃດເມືີ່ອຖືກຮຽນຮູ້ກັບຂ ໍ້ມູນໃໝ່ ແລະ ຖືກທົດສອບກັບ
ຂ ໍ້ມູນທີີ່ບ ໍ່ເຄີຍເຫັນມາກ່ອນ (Li et al., 2021).  
 ໃນງານຄົີ້ນຄວ້ານີີ້ໄດ້ແບ່ງຊຼຸດຂ ໍ້ມູນອອກເປັນ 70%-30%, 
80%-20% ແລະ 90%-10% ດ້ວຍວິທີການແຍກແບບຊຼຸ່ມ. ວິທີນີີ້
ຊ່ວຍໃຫ້ໝັີ້ນໃຈວ່າ ການແບ່ງຂ ໍ້ມູນເປັນໄປຢ່າງຍຸດຕິທ າໃນຂະບວນ
ການທົດສອບ ເພືີ່ອໃຫ້ການປະເມີນປະສິດທິພາບຂອງເຕັກໂນໂລຊີເປັນ
ໄປໄດ້ຢ່າງຖືກຕ້ອງໃນເງືີ່ອນໄຂທີີ່ສະໝ າ  ສະເໝີ. 
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2.6 ຊຼຸດຂ  ໍ້ມ ູນທີ ີ່ ີ່ ເປ ັນຕ ົວແທນ ແລະ ອະຄະຕິ  (Dataset 
Representativeness and Biases) 
 ໃນຂະບວນການອອກແບບ ແລະ ພັດທະນາເຕັກໂນໂລຊີການ
ຮຽນຮູ້ ການມີຊຼຸດຂ ໍ້ມູນທີີ່ມີຄວາມເປັນຕົວແທນຂອງຄວາມເປັນຈິງ 
ແມ່ນຫົວໃຈສ າຄັນໃນການຮັບປະກັນວ່າເຕັກໂນໂລຊີທີີ່ຖືກຮຽນຮູ້ ຈະ
ມີຄວາມສາມາດໃນການຄາດຄະເນໄດ້ຢ່າງຖືກຕ້ອງໃນສະພາບການທີີ່
ເປັນຈິງ. ຖ້າຂ ໍ້ມູນຖືກເກັບກ າມາຈາກແຫຼ່ງທີີ່ບ ໍ່ຄວບຄຸມ ຫຼື ມີການ
ລ າອຽງໃນການຄັດເລືອກຕົວຢ່າງ ເຕັກໂນໂລຊີທີີ່ໄດ້ຮັບການຮຽນນັີ້ນ 
ອາດຈະຮຽນຮູ້ພ ດຕິກ າທີີ່ບ ໍ່ຖືກຕ້ອງ ແລະ ນ າໄປສູ່ການຄາດຄະເນທີີ່ບ ໍ່
ຖືກຕ້ອງໃນສະພາບແວດລ້ອມຈິງ. 
 ເພືີ່ອຫຼຼຸດຜົນກະທົບຈາກຂ ໍ້ມູນທີີ່ເປັນອະຄະຕິ ຕ້ອງວິເຄາະຂ ໍ້ມູນ
ໃນສ່ວນຂອງກຸ່ມຕ່າງໆ ຄວາມຫຼາກຫຼາຍຂອງຕົວຢ່າງ ການກະຈາຍ
ຂອງພ ດຕິກ າທີີ່ສະທ້ອນຄວາມເປັນຈິງ; ການໃຊ້ຂ ໍ້ມູນທີີ່ເປັນອະຄະຕິ 
ສາມາດເກີດຂ ີ້ນໄດ້ຈາກ ຄວາມລ າອຽງໃນຂະບວນການເກັບຂ ໍ້ມູນ, 
ຄວາມບ ໍ່ສະເໝີພາບທາງປະຫວັດສາດ ຫຼື ການຂາດສິດທິດເທົຼົ່າທຽມ, 
ການຄັດເລືອກຕົວຢ່າງທີີ່ ຂາດຂ ໍ້ມູນຈາກກຸ່ມທີີ່ສ າຄັນ (Shahbazi et 
al., 2023). 
 ດັຼົ່ງນັີ້ນ ການປະກັນຄຸນນະພາບຂອງຊຼຸດຂ ໍ້ມູນຈ ີ່ງເປັນຫົວໃຈ
ຂອງຄວາມສ າຄັນໃນການປະຍຸກໃຊ້ເຕັກໂນໂລຊີການຮຽນຮູ ້ໃນ
ສະພາບຄວາມເປັນຈິງ. 
2.7 ການກວດສອບ 
 ໃນຂະບວນການພັດທະນາເຕັກໂນໂລຊີການຮຽນຮູ້ ການກວດ
ສອບແມ່ນ ຂັີ້ນຕອນທີີ່ມີບົດບາດສ າຄັນໃນການປະເມີນປະສິດທິພາບ 
ແລະ ການທົດສອບຄວາມແນ່ນອນຂອງເຕັກໂນໂລຊີທີີ່ຖືກຮຽນຮູ້ຈາກ
ຊຼຸດຂ ໍ້ມູນ ແລ້ວໄປທົດສອບກັບຂ ໍ້ມູນທີີ່ບ ໍ່ໄດ້ນ າໃຊ້ໃນການຮຽນຮູ້ໂດຍ
ກົງ. ຈຸດປະສົງຫຼັກຂອງການກວດສອບ ບ ໍ່ໃຊ້ພຽງແຕ່ເພືີ່ອຄັດເລືອກ
ເຕັກໂນໂລຊີທີີ່ດີທີີ່ສຸດ ຫຼື ປັບຄ່າໃຫ້ເຫມາະສົມເທົຼົ່ານັີ້ນ ແຕ່ຍັງຊ່ວຍປະ
ເມີນຄວາມສາມາດໃນການຄາດຄະເນຂອງເຕັກໂນໂລຊີຕ ໍ່ຂ ໍ້ມູນໃໝ່ໄດ້
ຢ່າງຖືກຕ້ອງ. ຂ ໍ້ມູນທີີ່ນ າໃຊ້ໃນຂະບວນການຮຽນຮູ້ນັ ີ້ນມີບົດບາດ
ສ າຄັນເທົຼົ່າກັບໂຄງສ້າງ ແລະ ກະບວນການຮຽນຮູ້, ການແຍກຊຼຸດຂ ໍ້ມູນ
ເພືີ່ອທົດສອບຢ່າງຖືກຕ້ອງ ຈ ີ່ງເປັນສິີ່ງຈ າເປັນໃນການປະກັນຄວາມເຊືີ່ອ
ຖື ແລະ ປະສິດທິພາບຂອງເຕັກໂນໂລຊີ (Paleyes et al., 2022). 
2.7.1 ການວັດຜົນການປະເມີນເຕັກໂນໂລຊີດ້ວຍ Confusion 
Matrix 
 ເປັນເຄືີ່ອງມືສ າລັບການວິເຄາະການຄາດຄະເນ ໃນເຕັກໂນ
ໂລຊີການຮຽນຮູ ້  ເພື ີ່ອກວດສອບໃນການຄາດຄະເນໃນຮູບແບບ
ຕາຕະລາງຄວາມສ າພັນຂອງຂ ໍ້ມູນ ທີ ີ່ມີຈ ານວນການຄາດຄະເນທີີ່
ຖືກຕ້ອງ ແລະ ບ ໍ່ຖືກຕ້ອງໃນຮູບແບບການຈັດປະເພດ (Karimi, 
2021) ດັຼົ່ງທີີ່ສະແດງໃນຕາຕະລາງທີ 2. 

- True Positive (TP) ການຄາດຄະເນບ ໍ່ຢຸດໃຊ້ ຄ່າ
ຄວາມຈິງບ ໍ່ຢຸດໃຊ້ (ຖືກ). 

- True Negative (TN) ການຄາດຄະເນຈະຢຸດໃຊ້ ຄ່າ
ຄວາມຈິງຢຸດໃຊ ້(ຖືກ). 

-     False Positive (FP) ການຄາດຄາດຄະເນບ ໍ່ຢຸດໃຊ້ 
ຄ່າຄວາມຈິງຢຸດໃຊ ້(ຜິດ). 

 -     False Negative (FN) ການຄາດຄະເນຢຸດໃຊ້ ແຕ່
ຄ່າຄວາມຈິງບ ໍ່ຢຸດໃຊ ້(ຜິດ). 

2.7.2 ຕົວຊີີ້ວັດໃນການປະເມີນ  
  ໃນກ ລະນີທີີ່ຊຼຸດຂ ໍ້ມູນມີບັນຫາຄວາມລ າອຽງຂອງການແຍກ
ປະເພດ ເຊັຼົ່ນ: ຈ ານວນລູກຄ້າທີີ່ຈະຢຸດໃຊ້ບ ລິການມີໜ້ອຍກວ່າຜູ້ທີີ່ບ ໍ່
ໄດ້ຢຸດໃຊ້. ການນ າຄ່າຄວາມຖືກຕ້ອງໄປໃຊ້ປະເມີນຜົນໂດຍລວມ 
ອາດຈະບ ໍ່ສົຼົ່ງຜົນສະທ້ອນຄວາມຖືກຕ້ອງໄດ້ຢ່າງແທ້ຈິງ. ຍົກຕົວຢ່າງ: 
ຖ້າຂ ໍ້ມູນ 95% ແມ່ນການໃຊ້ງານ ແລະ ເຕັກໂນໂລຊີຄາດຄະເນວ່າລູກ
ຄ້າທຸກຄົນແມ່ນບ ໍ່ຢຸດໃຊ້ງານ ກ ໍ່ຈະໄດ້ຄ່າຄວາມຖືກຕ້ອງສູງ ແຕ່ຂາດ
ຄວາມສາມາດໃນການຈັບກຸ່ມລູກຄ້າຜູ້ທີີ່ຢຸດໃຊ້ງານ ທີີ່ມີຄວາມສ າຄັນ
ທາງທຸລະກິດ. 
 ດັຼົ່ງນັີ້ນ ຄ່າວັດທີີ່ເໝາະສົມຫຼາຍກວ່າໃນສະຖານະການນີີ້ມີຄື: 

- Accuracy: ຄ່າຄວາມຖືກຕ້ອງ 
- Recall (Sensitivity): ຄ່າຄວາມສາມາດໃນ

ການຈັບກຸ່ມລູກຄ້າທີີ່ຢຸດການນ າໃຊ້ໄດ້ຖືກຕ້ອງ 
(True Positive Rate) 

- Precision: ຈ ານວນການຄາດຄະເນທີີ່ເປັນຈິງທີີ່
ຖືກ 

- F1-score: ຄ່າປະສິດທິດພາບຄວາມຖືກຕ້ອງ 
- AUC-ROC (Area Under the Curve - 

Receiver Operating Characteristic): 
ແມ່ນຄ່າຄວາມສາມາດໃນການຄາດຄະເນລູກຄ້າ
ທີີ່ຈະຢຸດ ແລະ ບ ໍ່ຢຸດໃຊ້ງານ  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

2.7.3 ການປະເມີນ 
 ໃນຂະບວນການປະເມີນຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ ໄດ້
ໃຊ້ປະສິດທິພາບໃນການແຍກປະເພດ (ROC) Curve ຢູ່ໃນພືີ້ນທີີ່ 
(AUC). ROC Curve ແມ່ນຮູບແບບການສະແດງພາບສ າລັບເຕັກ
ໂນໂລຊີການຮຽນຮ ູ ້ສາມາດຈ  າແນກໄດ ້ 2 ຄລາສ (Binary 
Classifier) ໂດຍມີການສະແດງຄວາມສ າພັນລະຫວ່າງ ອັດຕາການ
ຄາດຄະເນຄ່າຄວາມຈິງທີີ່ຖືກ (TPR) ແລະ ອັດຕາການຄາດຄະເນຄ່າ
ຄວາມຈິງທີີ່ຜິດ (FPR) ທີີ່ເກີດຂ ີ້ນໃນພືີ້ນທີີ່ຈຸດຕັດ ທີີ່ແຕກຕ່າງກັນ 
(Saypadith & Onoye, 2021).  
 -True Positive Rate 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (5) 

 - False Positive Rate  

𝐹𝑃𝑅 =
𝑇𝑃

𝐹𝑃 + 𝑇𝑁
 (6) 
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2.8 ການຄາດຄະເນ ແລະ ການແຍກປະເພດ  
 ການຄາດຄະເນການຢຸດໃຊ້ບ ລິການ (Churn Prediction) 
ແມ່ນໜ ີ່ງໃນແນວທາງທີ ີ່ສ  າຄ ັນສ  າລ ັບຂົງເຂດທຸລະກິດໂທລະ
ຄົມມະນາຄົມທີີ່ເປ ົ້າໝາຍຫຼັກ ແມ່ນການປະເມີນຫາລູກຄ້າຜູ້ທີີ່ຈະຢຸດ
ໃຊ້ບ ລິການ ລວມເຖິງການພັດທະນາຍຸດທະສາດໃນການຮັກສາລູກຄ້າ
ໃຫ້ໄດ້ຜົນດີທີີ່ສຸດ. ຫຼາຍບົດຄົີ້ນຄວ້າໄດ້ສະແດງໃຫ້ເຫັນວ່າ ມີຫຼາຍວິທີ
ການທີີ່ສາມາດນ າມາໃຊ້ໃນການຄາດຄະເນເຊັຼົ່ນ: ວິທີການສະຖິຕິດັຼົ່ງ
ເດີມ ແລະ ເຕັກນິກການຮຽນຮູ້ທັນສະໄໝ. ໃນການຄາດຄະເນການຢຸດ
ຂອງລູກຄ້າແມ່ນມີຄຸນຄ່າຢ່າງຫຼວງຫຼາຍໃນການວາງແຜນຍຸດທະສາດ
ຂອງບ ລິສັດ ເພາະຊ່ວຍໃນການຈັບກຸ່ມລູກຄ້າທີີ່ກ ໍ່ໃຫ້ເກີດຄວາມສູນ
ເສຍລາຍໄດ້ ແລະ ສາມາດວາງມາດຕະການເພື ີ່ອຮ ັກສາໄວ້ໄດ້  
(Hashmi et al., 2013). 
2.8.1 Random Forest 
 ແມ່ນວິທີການຮຽນຮູ້ຂອງເຕັກໂນໂລຊີຊະນິດໜ ີ່ງ ທີີ່ສ້າງຂ ີ້ນ
ຈາກການລວມກັນຂອງຫຼາຍຮູບແບບການຕັດສິນໃຈແບບຕົ ີ້ນໄມ້ 
ແບບສຸ່ມ ໂດຍໃນຂະບວນການຄາດຄະເນ ແມ່ນໃຊ້ຫຼັກການໃຫ້ຄ າ
ຕອບທີີ່ຄືກັນຫຼາຍສຸດ ສ າລັບການຈັດປະເພດ  ຫຼື ສ າລັບຄ່າຕ ໍ່ເນື ີ່ອງ 
(Biau & Scornet, 2016). ຈຸດເດັຼົ່ນຂອງ RF ຄື: ມີຄວາມສາມາດ
ໃນການຮັບມືກັບຂ ໍ້ມູນຂະໜາດໃຫ່ຍ ແລະ ຊຼຸດຂ ໍ້ມູນທີີ່ມີຄວາມສັບ
ຊ້ອນ, ສາມາດຈັດການກັບຄວາມສ າພັນ ລະຫວ່າງຄຸນລັກສະນະຂ ໍ້ມູນ
ໄດ້ດີ ໂດຍບ ໍ່ຈ າເປັນຕ້ອງປັບຄ່າກ ໍ່ໄດ້, ຫຼຼຸດຜ່ອນຄວາມເສຍຫາຍຈາກ
ການຮຽນຮູ້ຫຼາຍເກີນໄປໄດ້ດີ ເພາະໃຊ້ການສຸ່ມແຍກຊຼຸດຂ ໍ້ມູນຍ່ອຍໄວ້
ສ າລັບການທົດສອບ.  ດັຼົ່ງໃນຮູບທີ 2 ແມ່ນຮູບແບບການເຮັດວຽກ
ຂອງ Random Forest. 
2.8.2   Logistic Regression 
 ແມ່ນວິທີການວິເຄາະທາງສະຖິຕ ິທີ ີ່ນ ິຍ ົມໃຊ ້ກ ັນຢ່າງ
ກວ້າງຂວາງໃນການແຍກປະເພດ ໂດຍພິເສດໃນດ້ານການຄາດຄະເນຜູ້
ໃຊ້ທີີ່ມີແນວໂນ້ມຈະຢຸດໃຊ້ບ ລິການ ວິທີການນີີ້ໃຊ້ໃນການປະເມີນ 
ຄວາມອາດຈະເປັນໄປໄດ້ ທີີ່ຫຼຼຸດລົງມາໃນຊ່ວງ 0 ຫາ 1 ຜ່ານຟັງຊັນ 
Sigmoid ເພືີ່ອຊີີ້ວ່າລູກຄ້າຄົນໜ ີ່ງມີແນວໂນ້ມຈະຢຸດໃຊ້ບ ລິການຫຼາຍ
ໜ້ອຍເທົຼົ່າໃດ. ຈຸດແຂງຂອງ LR ຄືມີຄວາມງ່າຍດາຍໃນການແຍກ
ປະເພດ, ມີປະສິດທິພາບທີີ່ດີໃນຂ ໍ້ມູນທີີ່ບ ໍ່ຊັບຊ້ອນ ເຊິີ່ງເປັນພືີ້ນຖານ
ສ າຄັນໃນການປຽບທຽບກັບເຕັກໂນໂລຊີອືີ່ນ. LR ແມ່ນເຄືີ່ອງມືທີີ່ມີ
ຄວາມເປັນລະບຽບ ແລະ ເໝາະສົມຕ ໍ່ວຽກງານທີີ່ຕ້ອງການຄວາມ
ຖືກຕ້ອງ ແລະ ຄວາມເຂົີ້າໃຈງ່າຍໃນຜົນການວິເຄາະຂອງເຕັກໂນໂລຊີ 
(Tan et al., 2021). ດັຼົ່ງໃນຮູບທີ 3 ແມ່ນ ຮູບແບບການເຮັດວຽກ
ຂອງ Logistic Regression ໂດຍໃຊ້ Sigmoid Function. 
3.      ຜນົໄດຮ້ບັ 
 ຈາກການທົດສອບ ແລະ ປຽບທຽບລະຫວ່າງ LR ແລະ RF 
ໃນການຄາດຄະເນການຢຸດໃຊ້ບ ລິການ ສາມາດສະຫຼຼຸບໄດ້ ດັຼົ່ງນີີ້: 

- ຈາກຜົນການທົດລອງດ້ານຄວາມໄວໃນການຮຽນຮູ້ ໃນ
ຕາຕະລາງທີ 3 ແລະ ການທົດສອບ ໃນຕາຕະລາງທີ 4 ສະແດງໃຫ້ເຫັນ
ວ່າ LR ໂດຍມີຄວາມໄວກວ່າ RF.  

- ຈາກຜົນການທົດລອງ ດ້ານຄວາມສາມາດໃນການຄາດ
ຄະເນລູກຄ້າທີີ່ຈະຢຸດ ແລະ ບ ໍ່ຢຸດໃຊ້ງານ ໃນຕາຕະລາງທີ 5 ສະແດງໃຫ້
ເຫັນວ່າ RF ມີຄ່າທີີ່ດີກວ່າ LR ເຊັຼົ່ນດຽວກັນ. 

- ຈາກຜົນການທົດລອງ ການປະເມີນປະສິດທິພາບ ຂອງ
ເຕັກໂນໂລຊີ ໃນຕາຕະລາງທີ 6 ສະແດງໃຫ້ເຫັນວ່າ LR ແລະ RF 

ສາມາດຮັບມືກັບຄວາມແຕກຕ່າງຂອງຂ ໍ້ມູນການຮຽນຮູ້ໄດ້ເປັນຢ່າງດີ. 
ຕົວຢ່າງ ການຮຽນຮູ້ ໃນສັດສ່ວນຂ ໍ້ມູນທີີ່ຫຼາຍຂືີ້ນ ຈະເຫັນວ່າໃຊ້ຊຼຸດຂ ໍ້
ມູນຮຽນຮູ້ຫຼາຍຂືີ້ນ ແລະ ມີຄ່າຄວາມສາມາດໃນການຈັບກຸ່ມລູກຄ້າທີີ່
ຢຸດການນ າໃຊ້ໄດ້ຖືກຕ້ອງ ແລະ ຄ່າປະສິດທິດພາບຄວາມຖືກຕ້ອງສູງ
ຂ ີ້ນ ໂດຍສະເພາະ RF ທີີ່ສະແດງໃຫ້ເຫັນຄວາມສາມາດໃນການຮຽນຮູ້
ຈາກຂ ໍ້ມູນທີີ່ມີປະລິມານຫຼາຍ. 
 ຜົນຂອງ Confusion Matrix ຈາກຕາຕະລາງທີ 7 ສະແດງ
ວ່າ RF ສາມາດຄາດຄະເນລູກຄ້າທີີ່ຈະຢຸດໃຊ້ບ ລິການໄດ້ຖືກຕ້ອງຫຼາຍ
ກວ່າ ເພາະ LR ມີຄ່າການຄາດຄະເນຜິດທີີ່ສູງກວ່າ. 
 ດັຼົ່ງນັີ້ນ ຈາກຜົນການທົດລອງຈ ີ່ງສາມາດເວົີ້າໄດ້ວ່າ RF ເໝ
າະສົມສ າລັບການນ າໃຊ້ເປັນເຕັກໂນໂລຊີຫຼັກ ໃນການຄາດຄະເນການ
ຢຸດໃຊ້ບ ລິການ ແລະ LR ສາມາດນ າໃຊ້ໄດ້ໃນກ ລະນີທີີ່ຕ້ອງການ
ຄວາມໄວ ແລະ ຊ ໍ້ມູນບ ໍ່ສັບຊ້ອນ. 
4. ວພິາກຜນົ 
 ໃນການທົດສອບເຕັກໂນໂລຊີການຮຽນຮູ້ LR ທີີ່ໃຊ້ສ າລັບ
ການທົດສອບການຄາດຄະເນລູກຄ້າທີີ່ອາດຈະຢຸດໃຊ້ບ ລິການ. ຜົນ
ການທົດສອບທຸກການແບ່ງສ່ວນຂ ໍ້ມູນ ໃນການຮຽນຮູ້ ແລະ ທົດສອບ 
70%-30%, 80%-20% ແລະ 90%-10% ສະແດງໃຫ້ເຫັນວ່າ: 

- ຜົນການທົດລອງຄວາມໄວຂອງ LR ໃນສັດສ່ວນການ
ແບ່ງຂ ໍ້ມູນ 70%, 80%, 90% ໃນການຮຽນຮູ້ແມ່ນມີຄວາມໄວກວ່າ 
RF ຫຼາຍກວ່າ 3000%   

- ຜົນການທົດລອງໃນການວັດຄ່າຄວາມຖືກຕ້ອງໃນການ
ຄາດຄະເນ ແມ່ນຢູ່ໃນລະດັບດີ ແຕ່ວ່າມີຄ່ານ້ອຍກວ່າ RF 1.25%, ຄ່າ
ຄວາມສາມາດໃນການຈັດກຸ່ມລຸກຄ້າທີີ່ຖືກ ນ້ອຍກວ່າ 1.14% ແລະ 
ຄ່າປະສິດທິດພາບຄວາມຖືກຕ້ອງ ນ້ອຍກວ່າ 2.30% ເມືີ່ອປຽບທຽບ
ກັບ RF. 
 ຈາກຜົນການທົດລອງນີ ີ້ສອດຄ່ອງກັບ (Hosmer & 
Lemeshow, 2013) ທີີ່ກ່າວໄວ້ວ່າ LR ເຫມາະສົມສ າລັບປັນຫາຄາດ
ຄະເນສອງຄ່າ ແຕ່ອາດຂາດຄວາມຍືດຫຍຸ່ນໃນຂ ໍ້ມູນສັບຊ້ອນ. 
 ໃນການທົດສອບເຕັກໂນໂລຊີການຮຽນຮູ້ RF ແມ່ນເຕັກ
ໂນໂລຊີການຮຽນຮູ້ ທີີ່ໃຊ້ຢ່າງແຜ່ຫຼາຍໃນການ Churn Prediction 
ສະແດງໃຫ້ເຫັນວ່າ: 

- ຈາກຜົນການທົດລອງ ສະແດງໃຫ້ເຫັນວ່າ ຄ່າຄວາມ
ສາມາດໃນການຈັດກຸ່ມລຸກຄ້າທີີ່ຖືກ, ຄ່າປະສິດທິດພາບຄວາມຖືກຕ້ອງ 
ແລະ ຄວາມຖືກຕ້ອງໃນການຄາດຄະເນຫາລູກຄ້າຜູ ້ທີີ່ຈະຢຸດໃຊ້ງານ
ຂອງ RF ແມ່ນມີຄ່າ ສູງກວ່າ LR  

- ຈາກຜົນການທົດລອງຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ ກັບ
ຂ ໍ້ມູນທີີ່ສັບຊ້ອນ ສະແດງໃຫ້ເຫັນວ່າມີການຈັດການຄວາມສ າພັນຂອງ
ຄຸນລັກຊະນະຂອງຂ ໍ້ມູນໄດ້ດີໄດ້ດີ ແລະ ຄ່າໃນການຄາດຄະເນຄວາມ
ເປັນຈິງທີີ່ຖືກກ ເປັນທີີ່ໜ້າພ ໃຈ ເມືີ່ອປຽບທຽບກັບ LR ແມ່ນຫລາຍ
ກວ່າ 1.15% 
 ຈາກຜົນການທົດລອງນີີ້ສອດຄ່ອງກັບ (Lalwani et al., 
2021) ແລະ (Fujo et al., 2022) ທີີ່ສະແດງວ່າ RF ເປັນເຕັກໂນໂລ
ຊີການຮຽນຮູ້ ທີີ່ດີທີີ່ສຸດໃນການທົດສອບໂຄງສ້າງທີີ່ຊັບຊ້ອນຂອງຊຼຸດຂ ໍ້
ມູນ. 
 ຜົນການແບ່ງສັດສ່ວນຊຼຸດຂ ໍ້ມູນ 70%-30%, 80%-20%, 
90%-10% ໃນການຮຽນຮູ້ ແລະ ທົດສອບ ມີຜົນຕ ໍ່ຄວາມຖືກຕ້ອງ 
ແລະ ຄວາມສົມດຸນຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ດຼົ່ັງ ລຸ່ມນີີ້: 
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- ໃນການແບ່ງສັດສ່ວນຊຼຸດຂ ໍ້ມູນໃນການຮຽນຮູ້ ແລະ 
ທົດສອບ 70%-30% ເປັນຄ່າມາດຕະຖານ ທີີ່ໃຫ້ຜົນທົດສອບທີີ່ໜ້າ
ເຊືີ່ອຖື 

- ໃນການແບ່ງສັດສ່ວນຊຼຸດຂ ໍ້ມູນໃນການຮຽນຮູ້ ແລະ 
ທົດສອບ 90%-10% ຈະສົຼົ່ງຜົນໃຫ້ມີການຮຽນຮູ້ຫຼາຍເກີນໄປສ າລັບ 
RF ເນືີ່ອງຈາກຂ ໍ້ມູນ ທົດສອບໜ້ອຍ 

- ໃນການແບ່ງສັດສ່ວນຊຼຸດຂ ໍ້ມູນໃນການຮຽນຮູ້ ແລະ 
ທົດສອບ 80%-20% ແມ່ນມີຄວາມສົມດຸນດີທີີ່ສຸດສ າລັບການເຮັດ
ບົດວິໄຈໃນຄັີ້ງນີີ້ 
 ຈາກຜົນການທົດລອງຂອງທ່ານ (Tan et al., 2021) ທີີ່
ສ ກສາຜົນຂອງ train/test split ໃນເຕັກໂນໂລຊີການຮຽນຮູ້ໄດ້
ສອດຄ່ອງຕ ໍ່ຜົນທີີ່ໄດ້ຮັບໃນການສ ກສາໃນຄັີ້ງນີີ້ສະແດງໃຫ້ເຫັນວ່າ: 
ການນ າໃຊ້ເຕັກໂນໂລຊີການຮຽນຮູ້ RF ໄປປະຍຸກໃຊ້ໃນແພລດຟອມ
ການຕິດຕາມລູກຄ້າອາດຈະເຮັດໃຫ້ບ ລິສັດສາມາດແກ້ໄຂການຢຸດໃຊ້
ບ ລິການຂອງລູກຄ້າລ່ວງໜ້າໄດ້. ເປັນພືີ້ນຖານທີີ່ຈະນ າໄປສູ່ການສ້າງ
ຮູບແບບ ຍຸດທະສາດໃນການຮັກສາລູກຄ້າເກົຼົ່າ ທີີ່ມີປະສິດທິພາບ ແລະ 
ສ້າງຄວາມພ ໃຈໃນສິນຄ້າ ຫຼື ການໃຫ້ບ ລິການ ໃນໄລຍະຍາວໄດ.້ 
5. ສະຫຼຼຸບ 
 ການສ ກສານີີ້ໄດ້ດ າເນີນການປຽບທຽບປະສິດທິພາບຂອງ
ສອງເຕັກໂນໂລຊີການຮຽນຮູ້ທີ ີ່ນິຍົມໃຊ້ຢ່າງແຜ່ຫຼາຍ ຄື Logistic 
Regression (LR) ແລະ Random Forest (RF) ສ າລັບການຄາດ
ຄະເນລູກຄ້າທີີ່ມີແນວໂນ້ມຈະຢຸດໃຊ້ບ ລິການຂອງບ ລິສັດ TPLUS 
DIGITAL ຜົນການສ ກສາສະແດງໃຫ້ເຫັນວ່າ: RF ແມ່ນເຕັກໂນໂລ
ຊີການຮຽນຮູ້ທີີ່ສາມາດຄາດຄະເນໄດ້ຖືກຕ້ອງຫຼາຍກວ່າ LR ໃນຫຼາຍ
ມິຕິ ໂດຍສະເພາະ ຄ່າຄວາມສາມາດໃນການຈັດກຸ່ມລຸກຄ້າທີີ່ຖືກ, ຄ່າ
ປະສິດທິດພາບຄວາມຖືກຕ້ອງ ແລະ ຄວາມຖືກຕ້ອງໃນການຄາດຄະເນ
ຫາລູກຄ້າຜູ້ທີີ່ມີແນວໂນ້ມທີີ່ຈະຢຸດໃຊ້ງານໄດ້ແນ່ນອນ. ສ າລັບ LR 
ແມ່ນເຕັກໂນໂລຊີການຮຽນຮູ ້ທີ ີ່ມີຄວາມໄວໃນການຮຽນຮູ ້ ແລະ 
ສາມາດຈັດການກັບຊຼຸດຂ ໍ້ມູນທີີ່ບ ໍ່ສົມດຸນໄດ້ດີ ແຕ່ມັກຜິດພາດໃນການ
ຄາດຄະເນລູກຄ້າຜູ້ໃຊ້ທີີ່ຈະຢຸດໃຊ້ແຕ່ໃນຄວາມເປັນຈິງ ບ ໍ່ໄດ້ຢຸດໃຊ້
ງານ. ໃນດ້ານ Confusion Matrix ສະແດງໃຫ້ເຫັນວ່າ RF ສາມາດ
ຄວບຄຸມຜົນການຈ າແນກໄດ້ດີ ມີຄ່າ ການຄາດຄະເນຢຸດໃຊ້ ແຕ່ຄ່າ
ຄວາມຈິງບ ໍ່ຢຸດໃຊ້ ນ້ອຍກວ່າ LR ໄດ້ຢ່າງຊັດເຈນ ເຊິີ່ງແມ່ນສ່ວນສ າ
ຄັນໃນການລະວັງການສູນເສຍລູກຄ້າແບບທີ ີ່ບ ໍ່ຄາດຄິດ. ດັ ຼົ່ງນັ ີ້ນ 
ການນ າໃຊ້ RF ໃນການຄາດຄະເນວ່າ ລູກຄ້າຈະຢຸດໃຊ້ບ ລິການ ແມ່ນ
ເຕັກໂນໂລຊີການຮຽນຮູ້ທີີ່ມີປະສິດທິພາບ ແລະ ເໝາະສົມໃນການນ າ
ໄປໃຊ້ວຽກງານທີີ່ຕ້ອງການການຄາດຄະເນທີີ່ແນ່ນອນ ເພືີ່ອຈະຮັກສາ
ລູກຄ້າໄວ້ໃຫ້ໄດ້ຫຼາຍທີີ່ສຸດ. ແຜນການພັດທະນາ ແລະ ຂະຫຍາຍຜົນ
ການຄົີ້ນຄ້ວາໃນອະນາຄົດ ແມ່ນເພືີ່ອເພີີ່ມປະສິດທິພາບໃຫ້ດີຍິີ່ງຂືີ້ນ 
ສາມາດທົດລອງ ແລະ ປຽບທຽບໃນຮູບແບບໃໝ່ໆ, ນ າເອົາການສ້າງ
ຄຸນລັກສະນະຂ ໍ້ມູນທາງດ້ານວິສະວະກ າຂັີ້ນສູງມາຊ່ວຍ, ໃຊ້ຂ ໍ້ມູນໃນ
ເວລາຈິງມາຄາດຄະເນ ແລະ ການຜັນຂະຫຍາຍໃຫ້ເປັນເຕັກໂນໂລຊີໃ
ໝ່ທີີ່ສ້າງປະໂຫຍດສູງສຸດໃຫ້ແກ່ອົງກອນ, ນັກຮຽນ, ນັກຄົີ້ນຄວ້າ ໃນ
ຕ ໍ່ໜ້າ.  
6.  ຂ ໍ້ຂດັແຍງ່ 
 ຕ ໍ່ຜົນຄົີ້ນຄວ້າ-ວິໄຈ ຂ້າງເທິງທັງໝົດ, ຂ້າພະເຈົີ້າໃນນາມຜູ້
ຄົີ້ນຄວ້າວິທະຍາສາດ ຂ ປະຕິຍານວ່າ: ຂ ໍ້ມູນທັງໝົດທີີ່ມີ ໃນບົດຄວາມ
ວິຊາການດັ ຼົ່ງກ ່າວນີ ີ້  ແມ່ນບ ໍ່ມີຂ ໍ້ຂ ັດແຍ່ງທາງຜົນປະໂຫຍດກັບ

ພາກສ່ວນໃດ ແລະ ບ ໍ່ໄດ້ເອືີ້ອປະໂຫຍດໃຫ້ກັບ ພາກສ່ວນໃດໜືີ່ງ ຫຼື 
ຜົນປະໂຫຍດຂອງບຸກຄົນໃດໜືີ່ງ. ໃນກ ລະນີມີການລະເມີດໃນຮູບການ
ໃດໜືີ່ງ ຂ້າພະເຈົີ້າມີຄວາມ ຍີນດີຮັບຜິດຊອບແຕ່ພຽງຜູ້ດຽວ. 
7. ເອກະສານອາ້ງອງີ 
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Predictive modeling of telecom customer churn 

using deep learning. Journal of Machine 
Learning Research, 24, 1–15. 
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telecom networks. Telecom Systems Journal, 
12(3), 201–218. 
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framework for real-time customer churn 
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Shahbazi, N., Lin, Y., Asudeh, A., & Jagadish, H. V. 

(2023). Responsible AI pipelines: Bias, 

explainability, and governance. Proceedings of 
the VLDB Endowment, 16(9), 2251–2264. 

Sruthi, E. R. (2024). Churn detection in the telecom sector 
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 ຕາຕະລາງທີ 1:  ສະແດງໃຫ້ເຫັນເຖິງລາຍລະອຽດຂ ໍ້ມູນທີີ່ມີ ຊືີ່ຕົວປ່ຽນ ແລະ ລາຍລະອຽດຂອງຕົວປ່ຽນ 

ຊືີ່ຕົວປ່ຽນ ລາຍລະອຽດຕົວປ່ຽນ 

msisdn ລະຫັດປະຈ າຕົວຂອງລູກຄ້າແຕ່ລະຄົນ 

Refill ຍອດເງິນທີີ່ລູກຄ້າໄດ້ຕືີ່ມໃນຊ່ວງເວລານັີ້ນ (Yes ຫຼ ືNo) 

Package ຈ ານວນເງິນທີີ່ໃຊ້ຈ່າຍໃນການຊືີ້ແພັກເກັດ (Yes ຫຼ ືNo) 

Call ຍອດເງິນທີີ່ໃຊ້ໃນການໂທລະສັບ (Yes ຫຼ ືNo) 

SMS ຍອດເງິນທີີ່ໃຊ້ໃນການສົຼົ່ງຂ ໍ້ຄວາມ SMS (Yes ຫຼ ືNo) 

Vas ຈ ານວນເງິນທີີ່ໃຊ້ໃນບ ລິການສ່ວນເສີມ (VAS) (Yes ຫຼ ືNo) 

All_Amount ຍອດເງິນທີີ່ໃຊ້ລວມທັງໝົດໃນທຸກບ ລິການ 

Tenure ໄລຍະເວລາທີີ່ລູກຄ້າໃຊ້ບ ລິການ (ເຊັຼົ່ນ 1, 2, 3 ເດືອນ) 

Gender ເພດຂອງລູກຄ້າ 

Customer Complain ມີການຮ້ອງທຸກໃນການໃຊ້ບ ລິການ (Yes ຫຼ ືNo) 

Customer_Class ການແບ່ງປະເພດລູກຄ້າຕາມລະດັບການໃຊ້ບ ລິການ ຫຼ ືຄ່າໃຊ້ຈ່າຍ (ເຊັຼົ່ນ "A", "B") 

Churn ຕົວປ່ຽນເປ ົ້າໝາຍ: ລູກຄ້າຢຸດໃຊ້ບ ລິການ (Yes) ຫຼ ືຍັງໃຊ້ຢູ ່(No) 
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ຕາຕະລາງທີ 2: ການວັດຜົນການປະເມີນໃນການຄາດຄະເນດ້ວຍ Confusion Matric 

  
ຄ່າຄວາມຈິງ 

 
  ບ ໍ່ຢຸດໃຊ້ ຢຸດໃຊ້ 

ການຄາດຄະເນ 
 

ບ ໍ່ຢຸດໃຊ້ TP FP 
ຢຸດໃຊ້ FN TN 

 
 

ຕາຕະລາງທ ີ3: ຜົນການວັດຄວາມໄວ ແລະ ຄວາມແຕກຕ່າງໃນການຮຽນຮູ້ຂອງເຕັກໂນໂລຊີໃນການຮຽນຮູ້ 

Training Set (%) 
ຄວາມໄວ (s) 

Logistic Regression Random Forest 
70 3.942 141.169 
80 4.285 154.149 
90 5.661 184.976 

 
ຕາຕະລາງທ ີ4: ຜົນການວັດແທກຄວາມໄວ ແລະ ຄວາມແຕກຕ່າງໃນການທົດສອບຂອງເຕັກໂນໂລຊີໃນການຮຽນຮູ້ 

Testing Set (%) 
ຄວາມໄວ (s) 

Logistic Regression Random Forest 
30 0.015 13.232 
20 0.009 9.234 
10 0.005 4.5888 

ຕາຕະລາງທ ີ5: ຜົນການປຽບທຽບຄ່າຄວາມຖືກຕ້ອງ ແລະ ຄວາມແຕກຕ່າງຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ 

Training - Testing 
Set (%) 

AUC 

 
Logistic Regression Random Forest  

70-30 0.80 0.81  

80-20 0.81 0.81  

90-10 0.80 0.81  
  ຕາຕະລາງທ ີ6: ຜົນການປະເມີນປະສິດທິພາບ ແລະ ຄວາມແຕກຕ່າງຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ 

Training –  
Testing Set 

(%) 
  

Logistic Regression Random Forest 

Precision Recall 
F1- 

Accuracy Precision Recall 
F1- 

Accuracy 
Score Score 

70-30 0.87 0.87 0.85 0.86 0.87 0.87 0.87 0.87 

80-20 0.88 0.87 0.85 0.86 0.87 0.88 0.87 0.87 

90-10 0.87 0.87 0.85 0.86 0.87 0.88 0.87 0.87 
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 ຕາຕະລາງທີ 7: Confusion Matrix ຂອງຜົນການຄາດຄະເນການຢຸດໃຊ້ງານ ລະຫວ່າງ Logistic Regression and Random 
Forest 

Training - Testing Set 
(%) 

Logistic Regression Random Forest 

70-30 
233731 2022 227048 8705 

38273 26905 29040 36138 

80-20 
155817 1352 151730 5439 

25383 18069 19268 24184 

90-10 
77908 677 75961 2624 

12725 9001 9755 11971 
 

 
ຮູບທີ 1: ແຜນວາດຂັີ້ນຕອນໃນການປະເມີນປະສິດທິພາບຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ 

 
ຮູບທີ 2: ຮູບແບບການເຮັດວຽກຂອງ  Random Forest 
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ຮູບທີ 3: ຮູບແບບການເຮັດວຽກຂອງ Logistic Regression ໂດຍໃຊ້ Sigmoid Function 

 
ຮູບທີ 4: ແຜນວາດຄ່າຄວາມຖືກຕ້ອງໃນການຄາດຄະເນຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ (70%-30%) 

 
ຮູບທີ 5: ແຜນວາດຄ່າຄວາມຖືກຕ້ອງໃນການຄາດຄະເນຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ (80%-20%) 
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ຮູບທີ 6: ແຜນວາດຄ່າຄວາມຖືກຕ້ອງໃນການຄາດຄະເນຂອງເຕັກໂນໂລຊີການຮຽນຮູ້ (90%-10%) 


