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ABSTRACT

In the linear problem of programming, the mathematical
model of the transport problem is the basis for solving many
real-life problems related to optimization problems. It is clear
that in the past many mathematicians have tried to find
solutions to the transportation problem to get the best answer.
Those methods include the Northwest Corner Rule, the Least
Cost Method, Vogel’s Approximation Method, and the Modi
method, but now most researchers use manual computation or a
built-in program such as LINDO, QM or EXCEL to help you
figure out the solution. On the other hand, if we use coding in
MATLAB to solve the problem, it will give us a deeper
understanding of the various stages of the search for the
outcome of the problem, and it also helps to solve the problem
in case the matrix of costs is much larger. Therefore, in this
study, the author will use coding in MATLAB to solve
transportation problems with the goal of solving transportation
problems according to the Northwest Corner Rule, Least Cost
Method, Vogel’s Approximation Method, and Modi method.
Keywords: Mathematical Modeling, Transportation Issues,
MATLAB code, North West Corner Rule, Least
Cost  Method,
Method.
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MATLAB (2 teduminiugudloulddwnis  Goday: 39genmituSuiiuningutiugsjiuma
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: | Matlab M-File 1
5 [ 3] [ | 2 [ 4] 50 | @=[1225;3524;41 3 3];
T T supply=[500 300 600] ;
3 600 demand=[400 200 500 300];
b, 400 200 500 300 | 1400 | [M n]=size(a)
k=zeros (m,n) ;
sum=0;
% main loop
i=1;3=1;

while i<=mé&&j<=n
minl=min (demand(j) ,supply(i))
sum=sum+ (a (i, j) . *minl) ;
demand (j)=demand (j) -minl;
supply (i) =supply (i) -minl;
if demand(j)==
j=j+1;
end
if supply(i)==
i=i+l;
end
end

disp(['the cost of the North West Method is ',num2str (sum) ])
M3 run 100 Matlab M-File 1 3:id0insy 3,300%1000=33,000,000 Hiu
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close all;
clear all;
clc
A=[1 2 3 4;4 3 2 0;
supply=[6 8 10];
demand=[4 6 8 6];
y=0;
while (~isempty (supply)
&&~isempty (demand))

M=min (4) ;

N=min (M) ;

i=0;

j=0;

[1,j]1=find (A==N) ;

022 1];

X=min (supply (i (1)) ,demand(j(1)))
y=y+X+N;
if (X==supply(i(1)))
A(i(1),:)=[1-
supply (i (1))=[1’

demand (j (1) )=demand (j (1)) -X;
end

if (X==demand(j(1)))
A(:,3(1))=I[1:
demand (j(1))=[]:

supply (i (1) )=supply (i (1)) -X;
end

end

disp('The cost is of the given

input matrix is:')

disp(y)
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function = VAM(s,d,c,m,n
)
x=zeros (m,n) ;
numbasic=n+m-1;
for j=1:n

for i=1:m

cl(i,j)=c(i,J);

end
end
for

[ z,x ]

i=l:m
sl(i)=s(i);

end
for j=1:n
dl(j)=d(3);
end
%% Vogel's approximation
method
iteration=0;
for k=1:n+m-1% the mistaken code
to be " for k= 1l:n+m"
iteration=iteration+l;
%% Row Difference
minrowl=zeros(m,1) ;
minrow2=zeros (m,1) ;
jmin=zeros(1l,m) ;
for i=1:m
minl=inf;
for j=1:n
if cl1(i,j)<minl
minl=cl (i, j);
jmin(i)=]j;% position
of minl on each row
end
end
minrowl (i)=minl;
end;
for i=1:m
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min2=inf;
for j=1:n
if j~=jmin (i)
if cl(i,j)<=min2
min2=cl (i, Jj);
end
end
end
minrow2 (i)=min2;
end
%% Column Difference
mincoll=zeros(1l,n);
mincol2=zeros(1l,n);
imin=zeros(n,1l) ;
for j=1:n
minRl=inf;
for i=1:m
if cl1(i,j)<minR1l
minRl=cl (i, Jj) ;
imin(j)=i;
end
end
mincoll (j)=minR1l;
end
for j=1:n
minR2=inf;
for i=1:m
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if i~=imin(j)

if cl(i,j)<=minR2
minR2=cl (i, J);

end
end
end
mincol2 (j)=minR2;
end
%% Difference
diffrow=zeros(m,1) ;
diffcol=zeros(l,n);
for i=1:m
diffrow(i)=minrow2 (i) -
minrowl (i) ;
end;
for j=1:n
diffcol (j)=mincol2(j) -
mincoll (j) ;
end
%% The greatest difference
R=0;
Row=zeros (m,1) ;
for i=1:m
if diffrow(i)>=R
R=diffrow (i) ;
iminrow=i;
end
end
Row (iminrow)=R;
S=0;
Col=zeros(1l,n);
for j=1:n
if diffcol(j)>=S
S=diffcol (j);
jmincol=j;
end
end
Col (jmincol)=S;
great=zeros(1l,n);
for j=1:n
if S>=R

great (jmincol)=Col (jmincol) ;

Colline=1;
else

great (iminrow)=Row (iminrow) ;
Colline=0;
end
end
%% Search the entry cell
if Colline==
j=jmincol;
Rl=inf;
for i=1:m
if cl(i,jmincol)<=R1

Rl=cl (i, jmincol) ;
igreat=i;
end
end

if
sl (igreat) >dl (jmincol)

X (igreat, jmincol)=dl (jmincol) ;

sl (igreat)=sl (igreat) -
dl (jmincol) ;
dl (jmincol)=0;
eliminaterow=0;
elseif
sl (igreat)<dl (jmincol)

X (igreat, jmincol)=sl (igreat) ;

dl (jmincol)=dl (jmincol) -
sl (igreat) ;
sl (igreat)=0;

eliminaterow=l;
elseif
sl (igreat)==dl (jmincol)

X (igreat, jmincol)=sl (igreat) ;
dl (jmincol)=0;
sl (igreat)=0;
eliminaterow=2;
end
% Eliminate a column or
a row
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if eliminaterow==
for i=1:m

cl(i,jmincol)=inf;
end
elseif eliminaterow==
for j=1:n

cl (igreat, j)=inf;
end
elseif eliminaterow==
for i=1:m

cl(i,jmincol)=inf;
end
for j=1:n

cl (igreat,j)=inf;
end
end
Colline=0;
i=iminrow;
R2=inf;
for j=1:n
if cl(iminrow, j)<R2

[o)

$°3

o

else

R2=cl (iminrow, j) ;
jgreat=j;
end
end
if
sl (iminrow) >d1l (jgreat)

X (iminrow, jgreat)=dl (jgreat) ;

sl (iminrow)=sl (iminrow) -
dl (jgreat) ;
dl (jgreat)=0;
eliminaterow=0;
elseif
sl (iminrow)<dl (jgreat)

X (iminrow, jgreat)=sl (iminrow) ;

dl (jgreat)=dl (jgreat) -
sl (iminrow) ;
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sl (iminrow)=0;
eliminaterow=1l;
elseif
sl (iminrow)==d1l (jgreat)

X (iminrow, jgreat)=sl (iminrow) ;
dl (jgreat)=0;
sl (iminrow)=0;
eliminaterow=2;
end

%

Eliminate a column
or a row
if eliminaterow==0

for i=1:m

cl (i, jgreat)=inf;
end
elseif eliminaterow==
for j=1:n

cl (iminrow, j)=inf ;
end
elseif eliminaterow==
for i=1:m

cl (i, jgreat)=inf
end
for j=1:n

cl (iminrow, j)=inf;
end
end
end
%% Calculate the objective
function
z=0;
for j=1:n
for i=1:m
if x(i,3)>0

z=z+c (i,3) *x(1,3) ;
end
end
end
sums=0;
for i=1:m
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sums=sums+sl (i) ;

end

sumd=0;

for j=1:n
sumd=sumd+d1 (j) ;

end

if (sums & sumd) ==
return
end
end
%% The degeneracy
countx=0;
for i=1:m
for j=1:n
if x(i,j)>0
countx=countx+1;
x1(i,3)=x(i,3);
x2(i,3)=x(i,3);
end
end
end
if countx>=numbasic
disp('Total cost of non-
degeneracy VAM') ;
disp(z) ;
else
disp('Total cost of
degeneracy VAM') ;
disp(z);
end
end
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