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ຍຈົ຃ຈັ຦ງ ໅ 
ມ ໄ ແຌຍຌັ຦າຣີ຾ຌ຿ວເຎຢ຿ກຢຠຠຄິ, ຿ຍຍ຅ າຣວຄ຋າຄ຃ະຌຈິລາຈ

ຂວຄຍຌັ຦າກາຌຂຌົລົໄ ຄ຾ຎັຌພ ໅ຌຊາຌຂວຄກາຌ຿ກ ໅ໂຂ຦ຼາງຍຌັ຦າແຌຆ຤ີຈິ຅ຄິ຋ີໄ

ກໄ ຽ຤ຂ ໅ວຄກຍັຍຌັ຦າວວັຍຉໂີຠ຾ຆຆຌັ. ຠຌັ຾ຎັຌລິໄ ຄ຋ີໄ ຅ະ຿຅ ໅ຄ຿ຣ ໅຤຤ໄ າຏໄ າຌຠາ
ໂຈ ໅ຠຌີກັ຃ະຌຈິລາຈ຦າຼງ຋ໄ າຌພະງາງາຠຆວກ຦າ຤຋ິ຿ີກ ໅ໂຂຍຌັ຦າກາຌຂຌົລົໄ ຄ
຾ພ ໄ ວແ຦ ໅ໂຈ ໅຃ າຉວຍ຋ີໄ ຈ຋ີີໄ ລຸຈ. ຤຋ິ຾ີ຦ຼ ົໄ າຌັ ໅ຌ ຣ຤ຠຠ຤ີ຋ິ ີNorthwest Corner 

Rule, Least Cost Method, Vogel’s Approximation Method, and 

Modi method ຿ຉໄ ຤ໄ າແຌຎັຈ຅ຍຸຌັຌກັ຃ົ ໅ຌ຃຤ ໅າລໄ ຤ຌ຦ຼາງ຅ະແຆ ໅ ກາຌ຃ຈິໂຣໄ
ຈ ໅຤ງຠ  ຦ຣ  ແຆ ໅ເຎຢ຿ກຢຠລ າ຾ຣຈັຨ ຍ຾ຆັໄ ຌ: LINDO, QM ຦ຣ  EXCEL 
຾ຂົ ໅າຆໄ ຤ງແຌກາຌຆວກ຦າແ຅ຏຌົ຋ີໄ ຾ໝາະລຠົ ຿ຉໄ ຤ໄ າກາຌຌ າແຆ ໅ເຎຢ຿ກຢຠລ າ
຾ຣຈັຨ ຍ຾຦ຼົໄ າ ຌັ ໅ຌ຾ຂົ ໅າ຿ກ ໅ຍຌັ຦າພ຤ກ຾ຨາົ຅ະໂຈ ໅຿ຉໄ ຃ າຉວຍ, ຅ະຍ ໄ ຾ຂົ ໅າແ຅
຾ຣກິ຾ຆິໄ ຄ຾ຊຄິຂະຍ຤ຌກາຌຂວຄກາຌ຃ຈິໂຣໄ . ແຌ຋າຄກຄົກຌັຂ ໅າຠຊ໅າພ຤ກ຾ຨາົແຆ ໅
ກາຌຂຽຌເ຃ຈແຌ MATLAB ຾ຂົ ໅າ຿ກ ໅ຍຌັ຦າຈັໄ ຄກໄ າ຤ ຅ະ຾ຨຈັແ຦ ໅ພ຤ກ຾ຨາົ
຾ຂົ ໅າແ຅຾ຣກິ຾ຆີໄ ຄແຌຂັ ໅ຌຉວຌຉໄ າຄໃຂວຄກາຌຆວກ຦າແ຅ຏົຌຂວຄຍຌັ຦າ ຿ຣະ 
ຠຌັງຄັຆໄ ຤ງ຿ກ ໅ຍຌັ຦າແຌກ ຣະຌ຋ີີໄ ຠາຉຢີລຂວຄ຃ໄ າແຆ ໅຅ໄ າງຠຂີະໜາຈແ຦ງໄ ຄໄ າງ
ຂຶ ໅ຌ. ຈັໄ ຄຌັ ໅ຌ, ແຌຍຈົ຤ິແ຅ຌີ ໅ຏ ໅ຂຽຌ຅ະຌ າ ແຆ ໅ກາຌຂຽຌເ຃ຈແຌ MATLAB 
຾ຂົ ໅າ຿ກ ໅ໂຂຍັຌ຦າກາຌຂົຌລົໄ ຄ ເຈງຠີ຾ຎົ໅າໝາງ຿ກ ໅ຍັຌ຦າຂົຌລົໄ ຄຉາຠ຤ິ຋ ີ
Northwest Corner Rule, Least Cost Method, Vogel’s 

Approximation Method, and Modi method  
຃ າລຍັລ າ຃ຌັ: ຿ຍຍ຅ າຣວຄ຋າຄ຃ະຌຈິລາຈ, ຍຌັ຦າກາຌຂຌົລົໄ ຄ, MATLAB 

code, North West Corner Rule, Least Cost Method, 

and Vogel’s Approximation Method 
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ABSTRACT  

In the linear problem of programming, the mathematical 

model of the transport problem is the basis for solving many 

real-life problems related to optimization problems.  It is clear 

that in the past many mathematicians have tried to find 

solutions to the transportation problem to get the best answer.  

Those methods include the Northwest Corner Rule, the Least 

Cost Method, Vogel’s Approximation Method, and the Modi 

method, but now most researchers use manual computation or a 

built-in program such as LINDO, QM or EXCEL to help you 

figure out the solution.  On the other hand, if we use coding in 

MATLAB to solve the problem, it will give us a deeper 

understanding of the various stages of the search for the 

outcome of the problem, and it also helps to solve the problem 

in case the matrix of costs is much larger.  Therefore, in this 

study, the author will use coding in MATLAB to solve 

transportation problems with the goal of solving transportation 

problems according to the Northwest Corner Rule, Least Cost 

Method, Vogel’s Approximation Method, and Modi method. 

   

Keywords:   Mathematical Modeling, Transportation Issues, 

MATLAB code, North West Corner Rule, Least 

Cost Method, and Vogel’s Approximation 

Method. 

 

 

1. ພາກລະ຾ໜ ີ 
ຍຌັ຦າກາຌຂຌົລົໄ ຄແຌຂຄົ຾ຂຈຂວຄກາຌ຤ໂິ຅ຈ າ຾ຌຌີ

ຄາຌ຿ຠໄ ຌໜຶໄ ຄແຌຍຌັ຦າຣີ຾ຌ຿ວ ເຎຢ຿ກຢຠຠຄິ ຋ີໄ ຠກີາຌ
ພັຈ຋ະຌາ຿ຉໄ ຈົຌຌາຌ຿ຣ ໅຤ເຈງ຋ໄ າຌ  Hitchcock  

(Anderson & T.A, 1982). ຅າກ຋ າຠະຆາຈຂວຄຍຌັ 
຦າ ຿ຣະ ວຄີແລໄ  ຆຠີ຾ຎຣກັລ ວາຣກ ຢຈິ, ຠ຦ີຣາງ຤຋ິ຋ີີໄ ຠ ີ
ຎະລຈິ຋ຏິົຌແຌກາຌຆວກ຦າແ຅ຏຌົໂຈ ໅ຨຍັກາຌພຈັ຋ະຌາ
ຂຶ ໅ຌ  (Alexande, 1998) ຿ຣະ (Dantizg, 1963) ຃ ໅າງ 
຃ ກຌັກຍັ ຆຠີ຾ຎຣກັລ ວາຣກ ຢຈິ, ຏຌົຨຍັພ ໅ຌຊາຌຂັ ໅ຌຉົ ໅ຌ
ກ ຠ຃ີ຤າຠຉ ໅ວຄກາຌ຃ ກຌັແຌຍຌັ຦າຂວຄກາຌຂຌົລົໄ ຄ ແຌ
ຍົຈ຤ໂິ຅ຌີ ໅຤ິ຋ີກາຌຉໄ າຄໃ຾ຆັໄ ຌ:  Northwest Corner 

Rule, Least Cost ຿ຣະ the Vogel Approximation 

຅ະຊ ກຌ າແຆ ໅. 
ແຌ຋ຈິລະຈ ີ຿ຣະ ພາກຎະຉຍິຈັຉ຤ົ຅ຄິ, ຍຌັ຦າກາຌ

ຂຌົລົໄ ຄ຋ຄັໝຈົລາຠາຈລ ໅າຄ຾ຎັຌ຿ຍຍ຅ າຣວຄ຋າຄ຃ະຌຈິລາຈ
ແຌຨ ຍ຿ຍຍຂວຄຨ ຍຨໄ າຄຠາຈຉະຊາຌຂວຄຍຌັ຦າຣີ຾ຌ຿ວ
ເຎຢ຿ກຢຠຠຄິ຋ລີາຠາຈຌ າແຆ ໅຤຋ິຆີຠີ຾ຎຣກັລຆວກ຦າແ຅
ຏຌົໂຈ ໅. ລະຌັ ໅ຌ, ຅ ິໄ ຄ຾຤ົ ໅າໂຈ ໅຤ໄ າຍຌັ຦າກາຌຂຌົລົໄ ຄ຿ຠໄ ຌກ ຣະ 
ຌພີ຾ິລຈຂວຄຍຌັ຦າຣ຾ີຌ຿ວເຎຢ຿ກຢຠຠຄິ຋ີໄ ລາຠາຈຆວກ
຦າແ຅ຏົຌ຋ີໄ ຈີ຋ີໄ ລຸຈໂຈ ໅຅າກ຤຋ິີຂວຄ Steeping Stone 

Algorithm ຦ຼ  Modified Distribution Method 

(MODI). 
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຤຋ິ ີSteeping Stone ຿ຠໄ ຌຊ ກພຈັ຋ະຌາຂຶ ໅ຌ຋ າ
ວຈິ Charneset. (Anderson & T.A, 1982).  ເຈງຠີ
຃຤າຠຉັ ໅ຄແ຅ແ຦ ໅຾ຎັຌ຋າຄ຾ຣ ວກໜຶໄ ຄແຌກາຌຆວກ຦າແ຅ຏຌົ
຋ີໄ ຈີ຋ີໄ ລຸຈຂວຄຍັຌ຦າຌກາຌຂົຌລົໄ ຄ.  ຿ຉໄ ຤ໄ າ LINDO 

(Linear Interactive and Discrete Optimization) 
຾ຎັຌເຎຼ຿ກຼຠລ າ຾ຣຈັຨ ຍ຋ີໄ ລາຠາຈຆວກ຦າແ຅ຏົຌຂວຄຍຌັ 
຦າກາຌຂຌົລົໄ ຄມໄ າຄຠຎີະລຈິ຋ພິາຍແຌກ ຣະຌ຋ີີໄ ຍຌັ຦າຌັ ໅ຌມ ໄ
ແຌຨ ຍຨໄ າຄຠາຈຉະຊາຌຂວຄຍຌັ຦າຣ຾ີຌ຿ວເຎຼ຿ກຼຠຠຄິ. 

ແຌຎັຈ຅ຸຍຌັຌີ ໅ MATLAB ໂຈ ໅ຊ ກຌ າຠາແຆ ໅຦ຼາງ
ແຌຂຄົ຾ຂຈຂວຄ຤຋ິະງາລາຈ ເຈງລະ຾ພາະ຿ຠໄ ຌ ຃ະຌຈິ 
ລາຈ ຿ຣະ ຟິຆກິລາຈ ຿ຉໄ ຤ໄ າກາຌຂຽຌ MATLAB ເ຃ຈ 
຿ກ ໅ຍຌັ຦າກາຌຂົຌລົໄ ຄຌີ ໅ງຄັຠີໜ ໅ວງ ຋ັຄໃ຋ີໄ  MATLAB 
ເ຃ຈລາຠາຈ຾ຨຈັແ຦ ໅ກາຌ຿ກ ໅ຍັຌ຦າຌັ ໅ຌຄໄ າງຂຶ ໅ຌ ເຈງລະ 
຾ພາະກ ຣະຌ຋ີີໄ ຠາຉຢີລຂວຄ຃ໄ າແຆ ໅຅ໄ າງຠີຂີະໜາຈແ຦ງໄ . 
ຈັໄ ຄ ຌັ ໅ຌ ,  ພ຤ກ ຾ ຨົ າ ຅ ິໄ ຄ ຠີ຃຤ າຠລົຌ ແ຅຋ີໄ ຅ ະຂຽ ຌ 
MATLAB ເ຃ຈ ຾ພ ໄ ວຆວກ຦າແ຅ຏົຌ຋ີໄ ຈີ຋ີໄ ລຸຈຂວຄຍັຌ 
຦າກາຌຂຄົລົໄ ຄ. 
 ຅ຈຸຎະລຄົກາຌ຃ົ ໅ຌ຃຤ ໅າ຃ັ ໅ຄຌີ ໅ ຿ຠໄ ຌຌ າແຆ ໅ກາຌຂຽຌ
ເ຃ຈແຌ MATLAB ຾ຂົ ໅າ຿ກ ໅ໂຂຍຌັ຦າກາຌຂຌົລົໄ ຄ ເຈງຠີ
຾ຎົ໅າໝາງ຿ກ ໅ຍຌັ຦າຂຌົລົໄ ຄຉາຠ຤຋ິ ີNorthwest Corner 

Rule, Least Cost Method, Vogel’s Approxi-

mation method, and Modi method  
2. ວຸຎະກວຌ ຿ຣະ ຤຋ິກີາຌ 
2.1 ກາຌວວກ຿ຍຍຂວຄຍຌັ຦າກາຌຂຌົລົໄ ຄ 

ພ຅ິາຣະຌາ m ຅ຈຸຉົ ໅ຌ຋າຄ (຅ າຌ຤ຌເຨຄຄາຌກາຌ
ຏະຣຈິ) Si (i = 1,...,m) ຿ຣະ n ຅ຈຸຎາງ຋າຄ (຅ າຌ຤ຌ
຃ັ ໅ຄລຌິ ຃ ໅າ ຦ຼ   ຅ າຌ຤ຌຣ ກ຃ ໅າ) Dj (j = 1,...,n), ແ຦ ໅ ia

຿ຠໄ ຌ຅ າຌ຤ຌລຌິ຃ ໅າ຋ີໄ ຠມີ ໄ ຅ຈຸຉົ ໅ຌ຋າຄ Si  ໂຎ຦າຎາງ຋າຄ  
Dj ເພ ໄ ວແ຦ ໅ຉວຍລະໜວຄກຍັ຃຤າຠຉ ໅ວຄກາຌ jb  ຂວຄ຅ າ
ຌ຤ຌລຌິ຃ ໅າ຋ີໄ ຠມີ ໄ ຅ຈຸຎາງ຋າຄ, ijC  ຿ຠໄ ຌ຃ໄ າແຆ ໅຅ໄ າງແຌ
ກາຌຂຌົລົໄ ຄລຌິ຃ ໅າໜຶໄ ຄໜໄ ຤ງ຅າກ຅ຈຸຉົ ໅ຌ຋າຄ຋ ີi ໂຎງຄັ຅ຈຸ
ຎາງ຋າຄ຋ ີ  j, 

ijx   ຿ຠໄ ຌ຅ າຌ຤ຌລຌິ຃ ໅າ຋ີໄ ລົໄ ຄ຅າກ຅ຈຸຉົ ໅ຌ
຋າຄ຋ີໄ  i ໂຎງຄັ຅ຈຸຎາງ ຋າຄ຋ ີ j, Z  ຿ຠໄ ຌ຃ໄ າແຆ ໅຅ໄ າງ 
ຣ຤ຠ. 

 ຍຌັ຦າຌ຋ີໄ ຾຤ົ ໅າຠາ຾຋ິຄຌີ ໅ລາຠາຈຂຽຌ຾ຎັຌ຿ຍຍ຅ າ 
ຣວຄ຋າຄ຃ະຌຈິລາຈ຋ີໄ ຾຤ົ ໅າ຾ຊຄິກາຌຂຌົລົໄ ຄໂຈ ໅ຈັໄ ຄຌີ ໅: 

m n

ij ij

i 1 j 1

Minimize(Z) C x
 

  

Subject to constraint 
n

ij i

j 1

x a , i 1,2,....,m


  ຿ຠໄ ຌຂຈີ຅ າກຈັຂວຄ

ລຌິ຃ ໅າ຋ີໄ ຠມີ ໄ ຅ຈຸຉົ ໅ຌ຋າຄ 

m

ij j

i 1

x b , j 1,2,...., n


   ຿ຠໄ ຌຂຈີ຅ າກຈັຂວຄ

ລຌິ຃ ໅າ຋ີໄ ຠມີ ໄ ຅ຈຸຎາງ຋າຄ 

ijx 0,i 1,2...,m; j 1,2...,n    
m n

i j

i 1 j 1

a b
 

  ຿ຠໄ ຌ຾ຄ  ໄວຌໂຂລ າຣຍັ຃຤າຠ຾຋ົໄ າກຌັ

ຣະ຦຤ໄ າຄ຃຤າຠຉ ໅ວຄກາຌ ຿ຣະ ກາຌຉວຍລະໜວຄ ຆຶໄ ຄ
຾ຎັຌ຾ຄ  ໄວຌໂຂ຋ີໄ ຾ຨຈັແ຦ ໅ຍຈົ຾ຣກຎະກຈົຏຌົຨຍັພ ໅ຌຊາຌຂັ ໅ຌ
ຉົ ໅ຌ. 

2.2 ກາຌຆວກ຦າແ຅ຏຌົ 
A. ກາຌຉັ ໅ຄຏົຌຨັຍພ ໅ຌຊາຌຂັ ໅ຌຉົ ໅ຌຈ ໅຤ງ຤ິ຋ີຂວຄ 

Northwest Corner  

 ກາຌຉັ ໅ຄຏຌົຨຍັ຾ຍ ໅ວຄຉົ ໅ຌຈ ໅຤ງ຤຋ິຂີວຄ Northwest 

Corner ຾ຎັຌ຤຋ິີ຋ີໄ ຄໄ າງ ເຈງ຅ະພ຅ິາຣະຌາແຌຈ ໅າຌ຅ າ 
ຌ຤ຌລຌິ຃ ໅າ຾຋ົໄ າຌັ ໅ຌ ເຈງຍ ໄ ພ຅ິາຣະຌາຈ ໅າຌ຃ໄ າແຆ ໅຅ໄ າງແຌ
ກາຌຂຌົລົໄ ຄ຾ຣງີ,  ຾ຆິໄ ຄຂັ ໅ຌຉວຌແຌກາຌຉັ ໅ຄຏຌົຨຍັ຾ຍ ໅ວຄຉົ ໅ຌ
຅ະຠຂີັັ ໅ຌຉວຌຈັໄ ຄຌີ ໅: 
1. ຾ຣີໄ ຠກາຌ຃ຈິໂຣໄ ຅າກ຦ ໅ວຄ຋ໜີຶໄ ຄ຾ຍ ໅ວຄຆ ໅າງຠ  ຃ : ຦ ໅ວຄ຋ ີ

(1,1) 

2. ກ າຌຈົ຃ໄ າ  11 1 1x min a ,b  

3. ຦ກັ຃ໄ າ xij  ຋ີໄ ຅ຈັລຌັວວກ຅າກ຃ໄ າ ai ຿ຣະ bj 

4. ຊ໅າ຤ໄ າ຃ໄ າ ai ຾຦ຼ  ວແ຦ ໅຾ຣ ໄ ວຌໂຎ຅ຈັ຦ ໅ວຄ຦຤ໄ າຄ຋າຄຂ຤າ

ຠ , ຊ໅າ຤ໄ າ bj ຾຦ຼ  ວແ຦ ໅຾ຣ ໄ ວຌໂຎ຅ຈັແລໄ ຦ ໅ວຄ຦຤ໄ າຄ຋າຄ
ຣຸໄ ຠ 

5. ກ າຌຈົ຃ໄ າຂວຄ xij  = Min( ai ,bj ) 

6. ກຍັໂຎຂັ ໅ຌຉວຌ຋ີໄ  3 

3. ຏຌົໂຈ ໅ຨຍັ  
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 ແຌກາຌ຃ົ ໅ຌ຃ ໅຤າ຃ັ ໅ຄຌີ ໅຿ຠໄ ຌຌ າແຆ ໅ກາຌຂຽຌເ຃ຈແຌ
MATLAB ຾ຂົ ໅າ຿ກ ໅ໂຂຍຌັ຦າກາຌຂຌົລົໄ ຄເຈງຠ຾ີຎົ໅າໝາງ
຿ກ ໅ຍຌັ຦າຂຌົລົໄ ຄຉາຠ຤຋ິ ີNorthwest Corner Rule, 

Least Cost Method, Vogel’s Approximation 

Method, and Modi method ເຈງ຿ຍຍ຅ າຣວຄ຋າຄ຃ະ 

ຌຈິລາຈຉ຤ົມໄ າຄຈັໄ ຄຉ ໄ ໂຎຌີ ໅: 
ຉົ຤ມໄ າຄ: ຅ ົໄ ຄຆວກ຦າຏົຌຨັຍພ ໅ຌຊາຌຂັ ໅ຌຉົ ໅ຌຂວຄຍຌັ຦າ

ກາຌຂຌົລົໄ ຄຣຸໄ ຠຌີ ໅ເຈງແຆ ໅຤຋ິຂີວຄ Northwest 

Corner (ໜໄ ຤ງ 10,000 ກຍີ) 

 
 

 

     ຅ົໄ ຄຉັ ໅ຄຏຌົຨຍັ຾ຍ ໅ວຄຉົ ໅ຌຈ ໅຤ງ຤຋ິຂີວຄ Northwest  

Corner 
Matlab M-File 1 

a=[1 2 2 5;3 5 2 4;4 1 3 3]; 

supply=[500 300 600]; 

demand=[400 200 500 300]; 

[m n]=size(a) 

k=zeros(m,n); 

sum=0; 

% main loop 

i=1;j=1; 

while i<=m&&j<=n 

    min1=min(demand(j),supply(i)); 

    sum=sum+(a(i,j).*min1); 

    demand(j)=demand(j)-min1; 

    supply(i)=supply(i)-min1; 

    if demand(j)==0 

        j=j+1; 

    end 

    if supply(i)==0 

        i=i+1; 

    end  

end 

disp(['the cost of the North West Method is ',num2str(sum)])       

຦ຣຄັ຅າກ run ເ຃ຈ Matlab M-File 1 ຅ະໂຈ ໅຃ າຉວຍ 3,300*1000=33,000,000 ກຍີ
B. ກາຌຉັ ໅ຄຏຌົຨຍັພ ໅ຌຊາຌຂັ ໅ຌຉົ ໅ຌຈ ໅຤ງ຤຋ິຂີວຄ Least 

Cost method 
        ກາຌຉັ ໅ຄຏົຌຨຍັ຾ຍ ໅ວຄຉົ ໅ຌຈ ໅຤ງ຤຋ິ ີ Least Cost 

Method  ຾ຎັຌ຤຋ິ ີ຋ີໄ ຌ າ຃ໄ າແຆ ໅຅ໄ າງແຌກາຌຂຌົລົໄ ຄ຋ຄັໝຈົ
ຠາພ຅ິາຣະຌາ, ເຈງ຾ຣ ວກ຦ ໅ວຄ຋ີໄ ຠ຃ີໄ າຂຌົລົໄ ຄຉ ໄ າລຸຈແຌຉາ 
ຉະຣາຄ, ຾ຆິໄ ຄຠຂີັ ໅ຌຉວຌຈັໄ ຄຌີ ໅: 
1.   ຾ຣ ວກ຦ ໅ວຄຂວຄ cij ຋ີໄ ຠ຃ີໄ າຉ ໄ າລຸຈ. 
2.  ກ າຌຈົ຃ໄ າ xij = min( ai , bj ) ແລໄ ແຌ຋ີໄ ຾ຣ ວກໂ຤ ໅. 

3.  ຊ໅າ຤ໄ າ ai  <  bj ລະ຿ຈຄ຤ໄ າ຅ າຌ຤ຌລຌິ຃ ໅າ຋ີໄ ຅ຈັແລໄ
຦ ໅ວຄ຋ີໄ ຾ຣ ວກໂ຤ ໅຾຋ົໄ າກຍັ ai ຿ຣ ໅຤ຉຈັ ຿ຊ຤ຌວຌ຋ີໄ  i 
ວວກ ຿ຣ ໅຤ກຍັໂຎຂັ ໅ຌຉວຌ຋ີ 1 ແໜໄ , ເຈງພ຅ິາຣະ 
ຌາ຅າກຉາຉະຣາຄ຋ີໄ ຾຦ຼ  ວ, ຾ຆິໄ ຄ຅ າຌ຤ຌລຌິ຃ ໅າ຋ີໄ ຾຦ຼ  ວແຌ

຿ຊ຤ຉັ ໅ຄ຋ ີj ຾຋ົໄ າກຍັ bj - ai. ຖາ້ວາ່ ai  > bj ລະ 
຿ຈຄ຤ໄ າ຅ າຌ຤ຌລຌິ຃ ໅າ຋ີໄ ຅ຈັແລໄ ຦ ໅ວຄ຋ີໄ ຾ຣ ວກໂ຤ ໅຾຋ົໄ າກຍັ  

bj ແລວ້ຕດັແຖວ ຉັ ໅ຄ຋ ີj ວວກ, ຾ຆິໄ ຄ຅ າຌ຤ຌລຌິ຃ ໅າ
຋ີໄ ຾຦ຼ  ວແຌ຿ຊ຤ຌວຌ຋ ີi ຾຋ົໄ າກຍັ  ai - bj ຿ຣ ໅຤ກຍັ

ເຨຄຄາຌ 
ລາຄ຾ກຍັລຌິ຃ ໅າ຋ ີ

1 2 3 4 ai 

1 
 1  2  2  5 

500 
        

2 
 3  5  2  4 

300 
        

3 
 4  1  3  3 

600 
        

bj 400 200 500 300 1,400 
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ໂຎຂັ ໅ຌຉວຌ຋ ີ1 ແໜໄ , ເຈງພ຅ິາຣະຌາ຅າກຉາຉະຣາຄ
຋ີໄ ຾຦ຼ  ວ. 

4. ຾ຨຈັຉາຠຂັ ໅ຌຉວຌ຋ີ 1 ຾ຊິຄ 3 ໂຎ຾ຣ ໅ວງໃ ແ຦ ໅຾຦ຼ  ວ
ພຽຄ຿ຊ຤ຌວຌ ຦ຼ  ຿ຊ຤ຉັ ໅ຄໜຶໄ ຄ຿ຊ຤. ຅ າຌ຤ຌລຌິ຃ ໅າ຋ີໄ

຾຦ຼ  ວ຅ະ຾຋ົໄ າກັຍ຅ າຌ຤ຌ຋ີໄ ຾຦ຼ  ວມ ໄ ແຌ຿ຊ຤ຌວຌ ຦ຼ  
຿ຊ຤ຉັ ໅ຄຂວຄ຦ ໅ວຄຌັ ໅ຌ. 

ຉົ຤ມໄ າຄ: ຅ ົໄ ຄຆວກ຦າຏົຌຨຍັພ ໅ຌຊາຌຂັ ໅ຌຉົ ໅ຌຂວຄຍັຌ຦າ
ກາຌຂົຌລົໄ ຄ ຣຸໄ ຠຌີ ໅ເຈງແຆ ໅຤ິ຋ີຂວຄ Least Cost 

Method (ໜໄ ຤ງ 10,000 ກຍີ) 
 

ໂຮງງານ 
ລກູຄາ້ Supply 

1 2 3 4  

1  1  2  3  48 
6 

        

2  4  3  2  100 
8 

        

 3  0  2  2  16 10 

     

Demand 4 6 8 6 24 

 ຅ົໄ ຄຉັ ໅ຄຏຌົຨຍັ຾ຍ ໅ວຄຉົ ໅ຌຈ ໅຤ງ຤຋ິຂີວຄ Least Cost 

Method. 
Matlab M-File 2 

close all; 

clear all; 

clc 

A=[1 2 3 4;4 3 2 0; 0 2 2 1]; 

supply=[6 8 10]; 

demand=[4 6 8 6]; 

y=0; 

while (~isempty(supply) 

&&~isempty(demand)) 

    M=min(A); 

    N=min(M); 

    i=0; 

    j=0; 

    [i,j]=find(A==N); 

    

X=min(supply(i(1)),demand(j(1)))

; 

    y=y+X+N; 

    if (X==supply(i(1))) 

        A(i(1),:)=[]; 

        supply(i(1))=[]; 

        

demand(j(1))=demand(j(1))-X; 

    end 

    if (X==demand(j(1))) 

        A(:,j(1))=[]; 

        demand(j(1))=[]; 

        

supply(i(1))=supply(i(1))-X; 

    end 

end 

disp('The cost is of the given 

input matrix is:') 

disp(y) 

     

຦ຣຄັ຅າກ run ເ຃ຈ Matlab M-File 2 ຅ະໂຈ ໅
຃ າຉວຍ 3,300*1000=330,000 ກຍີ 
C. ກາຌຉັ ໅ຄຏຌົຨຍັພ ໅ຌຊາຌຂັ ໅ຌຉົ ໅ຌຈ ໅຤ງ຤຋ິຂີວຄ Vogel 

Approximation Method (VAM) 

 ຣະຍຽຍ຤຋ິຎີະຠາຌ຃ໄ າເ຤຾ກຣ (Vogel’s) ຾ຎັຌ
ກາຌຉັ ໅ຄຏຌົຨຍັ຾ຍ ໅ວຄຉົ ໅ຌ ຋ີໄ ຠ຤ີ຋ິກີາຌ຃ າຌ຤ຌ຋ີໄ ຦ງຸ ໅ຄງາກ
ກໄ ຤າ຤຋ິວີ ໄ ຌໃ ຾ຌ ໄ ວຄ຅າກ຾ຎັຌ຤຋ິ຋ີີໄ ຌ າ຾ວາົ຃ໄ າແຆ ໅຅ໄ າງແຌ
ກາຌຂຌົລົໄ ຄຂວຄ຋ຸກໃ ເຨຄຄາຌ຾ຂົ ໅າຠາພ຅ິາຣະຌາຨໄ ຤ຠກຌັ
ຠຂີັ ໅ຌຉວຌ຃ າຌ຤ຌຈັໄ ຄຌີ ໅: 
1. ຃ າຌ຤ຌຏຌົຣຍົຣະ຦຤ໄ າຄ຃ໄ າແຆ ໅຅ໄ າງ 2 ຉ຤ົ຋ີໄ ຉ ໄ າ຋ີໄ ລຸຈ

ຂວຄ຿ຉໄ ຣະ຿ຊ຤ຌວຌ ຿ຣະ ຿ຊ຤ຉັ ໅ຄ 
2. ຾ຣ ວກ຿ຊ຤ຌວຌ ຦ຼ  ຿ຊ຤ຉັ ໅ຄ຋ີໄ ຠ຃ີໄ າຏຌົຣຍົລ ຄ຋ີໄ ລຸຈ 
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3. ຾ຣ ວກ຦ ໅ວຄ຋ີໄ ຠ຃ີໄ າແຆ ໅຅ໄ າງຉ ໄ າ຋ີໄ ລຸຈແຌ຿ຊ຤຋ີໄ ຾ຣ ວກໂ຤ ໅ 
4. ກ າໜຈົຄ່າ xij = min( ai , bj ) 
5. ຉຈັ຿ຊ຤ຌວຌ ຦ຼ   ຿ຊ຤ຉັ ໅ຄ຋ີໄ ຅ຈັລຌັ຃ໄ າ ai  ຦ຼ    bj ໝຈົ

຿ຣ ໅຤ວວກໂຎ 

6. ກຍັໂຎ 1 
ຉົ຤ມໄ າຄ: ຅ ົໄ ຄຆວກ຦າຏົຌຨັຍພ ໅ຌຊາຌຂັ ໅ຌຉົ ໅ຌຂວຄຍຌັ຦າ
ກາຌຂຌົລົໄ ຄຣຸໄ ຠຌີ ໅ເຈງແຆ ໅຤຋ິຂີວຄ Vogel Approxima-

tion method (VAM) (ໜວ່ຍ 10,000 ກບີ) 

 

 ຅ົໄ ຄຉັ ໅ຄຏຌົຨຍັ຾ຍ ໅ວຄຉົ ໅ຌຈ ໅຤ງ຤຋ິຂີວຄ VAM 
function  [ z,x ] = VAM(s,d,c,m,n 

) 

x=zeros(m,n); 

numbasic=n+m-1; 

for j=1:n 

    for i=1:m 

        c1(i,j)=c(i,j); 

    end 

end 

for i=1:m 

    s1(i)=s(i); 

 

end 

for j=1:n 

    d1(j)=d(j); 

end 

      %% Vogel's approximation 

method 

iteration=0; 

for k=1:n+m-1% the mistaken code 

to be " for k= 1:n+m" 

    iteration=iteration+1; 

%% Row Difference 

minrow1=zeros(m,1); 

minrow2=zeros(m,1); 

jmin=zeros(1,m); 

for i=1:m 

    min1=inf; 

    for j=1:n 

      if c1(i,j)<min1 

          min1=c1(i,j); 

          jmin(i)=j;% position 

of min1 on each row 

      end 

    end 

    minrow1(i)=min1; 

end; 

for i=1:m 

    min2=inf; 

    for j=1:n 

      if j~=jmin(i) 

          if c1(i,j)<=min2 

              min2=c1(i,j); 

          end 

      end       

    end 

    minrow2(i)=min2; 

end 

%% Column Difference 

mincol1=zeros(1,n); 

mincol2=zeros(1,n); 

imin=zeros(n,1); 

for j=1:n 

    minR1=inf; 

    for i=1:m 

        if c1(i,j)<minR1 

            minR1=c1(i,j); 

            imin(j)=i; 

        end 

    end 

    mincol1(j)=minR1; 

end 

for j=1:n 

    minR2=inf; 

    for i=1:m 

ເຨຄຄາຌ ລາຄ຾ກຍັລຌິ຃ ໅າ 
1 2 3 4 ai 

1 
 1  2  2  5 

500 
        

2 
 3  5  2  4 

300 
        

3 
 4  1  3  3 

600 
        

bj 400 200 500 300 1,400 
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      if i~=imin(j) 

          if c1(i,j)<=minR2 

              minR2=c1(i,j); 

          end 

      end       

    end 

    mincol2(j)=minR2; 

end 

%% Difference 

diffrow=zeros(m,1); 

diffcol=zeros(1,n); 

for i=1:m 

    diffrow(i)=minrow2(i)-

minrow1(i); 

end; 

for j=1:n 

    diffcol(j)=mincol2(j)-

mincol1(j); 

end 

%% The greatest difference 

    R=0; 

    Row=zeros(m,1); 

    for i=1:m 

        if diffrow(i)>=R 

            R=diffrow(i); 

            iminrow=i;  

        end 

    end 

    Row(iminrow)=R; 

    S=0; 

    Col=zeros(1,n); 

    for j=1:n 

        if diffcol(j)>=S 

            S=diffcol(j); 

            jmincol=j; 

        end 

    end 

    Col(jmincol)=S; 

    great=zeros(1,n); 

    for j=1:n 

    if S>=R 

        

great(jmincol)=Col(jmincol); 

        Colline=1; 

    else 

        

great(iminrow)=Row(iminrow); 

        Colline=0; 

    end 

    end 

    %% Search the entry cell 

    if Colline==1 

        j=jmincol; 

        R1=inf; 

        for i=1:m 

            if c1(i,jmincol)<=R1 

                

R1=c1(i,jmincol); 

                igreat=i;  

            end 

        end 

         

        if 

s1(igreat)>d1(jmincol) 

            

x(igreat,jmincol)=d1(jmincol); 

            

s1(igreat)=s1(igreat)-

d1(jmincol); 

            d1(jmincol)=0; 

            eliminaterow=0; 

        elseif 

s1(igreat)<d1(jmincol) 

            

x(igreat,jmincol)=s1(igreat);  

            

d1(jmincol)=d1(jmincol)-

s1(igreat); 

            s1(igreat)=0; 

             

            eliminaterow=1;  

        elseif 

s1(igreat)==d1(jmincol) 

              

x(igreat,jmincol)=s1(igreat);  

            d1(jmincol)=0; 

            s1(igreat)=0; 

            eliminaterow=2; 

        end 

        % Eliminate a column or 

a row 
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          if eliminaterow==0 

              for i=1:m 

                  

c1(i,jmincol)=inf; 

              end 

          elseif eliminaterow==1  

              for j=1:n 

                  

c1(igreat,j)=inf; 

              end 

          elseif eliminaterow==2 

              for i=1:m 

                  

c1(i,jmincol)=inf; 

              end 

              for j=1:n 

                  

c1(igreat,j)=inf; 

              end 

          end 

    else % Colline=0; 

        i=iminrow; 

        R2=inf; 

        for j=1:n 

            if c1(iminrow,j)<R2 

                

R2=c1(iminrow,j); 

                jgreat=j;  

            end 

        end 

        if 

s1(iminrow)>d1(jgreat) 

            

x(iminrow,jgreat)=d1(jgreat); 

            

s1(iminrow)=s1(iminrow)-

d1(jgreat); 

            d1(jgreat)=0; 

            eliminaterow=0;  

        elseif 

s1(iminrow)<d1(jgreat) 

            

x(iminrow,jgreat)=s1(iminrow);  

            

d1(jgreat)=d1(jgreat)-

s1(iminrow); 

            s1(iminrow)=0; 

            eliminaterow=1;  

        elseif 

s1(iminrow)==d1(jgreat) 

            

x(iminrow,jgreat)=s1(iminrow); 

            d1(jgreat)=0; 

            s1(iminrow)=0; 

            eliminaterow=2;  

        end 

            % Eliminate a column 

or a row 

          if eliminaterow==0 

              for i=1:m 

                  

c1(i,jgreat)=inf; 

              end 

          elseif eliminaterow==1  

              for j=1:n 

                  

c1(iminrow,j)=inf ; 

              end 

          elseif eliminaterow==2  

              for i=1:m 

                  

c1(i,jgreat)=inf 

              end 

              for j=1:n 

                  

c1(iminrow,j)=inf; 

              end 

          end  

    end  

    %% Calculate the objective 

function 

    z=0; 

    for j=1:n 

        for i=1:m 

            if x(i,j)>0 

                

z=z+c(i,j)*x(i,j); 

            end 

        end 

    end 

    sums=0; 

  for i=1:m 
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        sums=sums+s1(i); 

  end 

  sumd=0; 

  for j=1:n 

        sumd=sumd+d1(j); 

  end 

   if (sums & sumd) ==0 

       return 

   end 

 end 

      %% The degeneracy 

    countx=0; 

    for i=1:m 

        for j=1:n 

            if x(i,j)>0 

                countx=countx+1; 

                x1(i,j)=x(i,j); 

                x2(i,j)=x(i,j); 

            end 

        end 

    end 

  if countx>=numbasic 

        disp('Total cost of non-

degeneracy VAM'); 

        disp(z); 

    else 

       disp('Total cost of 

degeneracy VAM'); 

       disp(z); 

  end     

end 

຦ຣຄັ຅າກ run ເ຃ຈ Matlab M-File 3 ຅ະໂຈ ໅
຃ າຉວຍ 2,600*1000=260,000 ກຍີ 
4. ຤ພິາກຏຌົ 

 ແຌກາຌລກຶລາ຃ັ ໅ຄຌິ ໅ ຃ະຌະຏ ໅຃ົ ໅ຌ຃ ໅຤າ຿ຠໄ ຌໂຈ ໅ລກຶລາ
ກາຌຌ າແຆ ໅ MATLAB ຾ພ ໄ ວ຿ກ ໅ໂຂຍຌັ຦າກາຌຂຌົລົໄ ຄ ຿ຉໄ
ແຌກາຌລກຶລາ຃ັ ໅ຄຌິ ໅ ຃ະຌະຏ ໅ລກຶລາຍ ໄ ໂຈ ໅ລະ຾ໜີ຤຋ິີກາຌ
ຂຽຌເ຃ຈແຌ MATLAB ຿ກ ໅ແຌ຤຋ິ຿ີຍຍ MODI ເຈງ
ກາຌວວກ຿ຍຍຂວຄຍຌັ຦າກາຌຂຌົລົໄ ຄ ລາຠາຈຂຽຌ຾ຎັຌ
຿ຍຍ຅ າຣວຄ຋າຄ຃ະຌຈິລາຈ, ຿ຣ ໅຤ຌ າແຆ ໅MATLAB 
ເ຃ຈແຌ ກາຌຆວກ຦າແ຅ຏຌົ ຿ຣ ໅຤຅ະໂຈ ໅ຏຌົໂຈ ໅ຨຍັເຈງຠີ
຾ຎົ໅າໝາງ຿ກ ໅ຍຌັ຦າຂຌົລົໄ ຄຉາຠ຤຋ິ ີNorthwest Corner 

Rule, Least Cost Method, Vogel’s Approxima-

tion Method, and Modi method ຾ຆິໄ ຄລວຈ຃ໄ ວຄກຍັ 
຋ຈິລະຈ ີແຌລາຂາ຤ແິ຅ກາຌຈ າ຾ຌຌີຄາຌ ຃ າລະ຦ງຸງ ໂຆ
ງະຣາຈ, 2012. ຍຌັ຦າກາຌຂຌົລົໄ ຄ຾ຎັຌຍຌັ຦າພ ໅ຌຊາຌ
ຂວຄຍຌັ຦າແຌຆີ຤ິຈຎະ຅ າ຤ັຌ຾ພາະ຤ໄ າຠຌັກໄ ຽ຤ຂ ໅ວຄກັຍ
ກາຌຆວກ຦າຏົຌຎະເ຦ງຈລ ຄລຸຈ. ລະຌັ ໅ຌ, ຋ໄ າຌແຈ຋ີໄ ຠີ
຃຤າຠລຌົແ຅ລາຠາຈລກຶລາຉ ໄ ເຈງຌ າແຆ ໅ກາຌຂຽຌເ຃ຈແຆ ໅
຤຋ິຂວຄ MODI. 
5. ລະ຦ຸຼຍຏຌົ 

        ແຌລາຂາ຤ຆິາກາຌ຤ໂິ຅ຈ າ຾ຌຌີຄາຌ, ຿ຍຍ຅ າຣວຄ
຋າຄ຃ະຌຈິລາຈຂວຄຍຌັ຦າກາຌຂຌົລົໄ ຄ຾ຎັຌຍຌັ຦າພ ໅ຌຊາຌ
ຂວຄຍຌັ຦າແຌຆີ຤ິຈຎະ຅ າ຤ັຌ຾ພາະ຤ໄ າຠຌັກໄ ຽ຤ຂ ໅ວຄກັຍ
ກາຌຆວກ຦າຏຌົຎະເ຦ງຈລ ຄລຸຈ. ແຌໂຣງະຏໄ າຌຠາໂຈ ໅ຠີ
ຌກັ຤ໂິ຅຦ຼາງ຋ໄ າຌແຆ ໅຃຤າຠພະງາງາຠແຌກາຌຆວກ຦າ຤຋ິີ
ກາຌຉໄ າຄໃ຾ພ ໄ ວຆວກ຦າແ຅ຏົຌ຋ີໄ ຈີ຋ີໄ ລຸຈຂວຄຍຌັ຦າກາຌ
ຂຌົລົໄ ຄຆຶໄ ຄແຌຌັ ໅ຌຣ຤ຠຠ ີ຤຋ີ ີVogel’s Approximation 

Method (VAM) ຋ີໄ ຾ຎັຌໜຶໄ ຄ຤຋ິ຋ີີໄ ຈ ີ຋ີໄ ລາຠາຈຆວກ຦າ
ຏຌົຨຍັພ ໅ຌຊາຌຂັ ໅ຌຉົ ໅ຌໂຈ ໅ ຿ຉໄ ຤ໄ າ຾຤ຣາຏໄ າຌໂຎຠາຨວຈຎັຈ 
຅ຍຸຌັຌີ ໅ MATLAB ຆຶໄ ຄ຾ຎັຌ຾຃ ໄ ວຄຠ ລ າ຃ຌັຂວຄຌກັ຃ະ 
ຌຈິລາຈ຦ຼາງ຋ໄ າຌ ຋ີໄ ແຆ ໅຾ຂົ ໅າແຌກາຌ຿ກ ໅ຍຌັ຦າ຋າຄ຃ະຌຈິ 
ລາຈ຦ຼາງມໄ າຄ຾ພາະ຤ໄ າຠຌັ຾ຎັຌ຾຃ ໄ ວຄຠ ຋ີໄ ຠຎີະລຈິ຋ຏິຌົແຌ
ກາຌຆວກ຦າແ຅ຏຌົຂວຄຍຌັ຦າ. ແຌຍຈົ຤ໂິ຅ຌີ ໅ ຏ ໅ຂຽຌໂຈ ໅
ຂຽຌເ຃ຈແຌ MATLAB ຾ພ ໄ ວຆວກ຦າຏົຌຨຍັພ ໅ຌຊາຌ
຾ຍ ໅ວຄຉົ ໅ຌຂວຄຍຌັ຦າກາຌຂຌົລົໄ ຄເຈງ຾ຌັ ໅ຌແລໄ  3 ຤຋ິີຂວຄ
ກາຌ຿ກ ໅ຍັຌ຦າກາຌຂົຌລົໄ ຄ ຾ ຆັໄ ຌ :  ຤ິ຋ີ  Northwest 

Corner, ຤຋ິ ີ Least Cost Matrix, ຤຋ິ ີ Vogel’s 

Approximation Method (VAM) ຆຶໄ ຄກາຌຂຽຌເ຃ຈ
ແຌ MATLAB ຅ະແ຦ ໅຃຤າຠລະຈ຤ກ຿ກໄ ຏ ໅ຌ າແຆ ໅ແຌກ  
ຣະຌ຋ີີໄ ຠາຉຢິລຂວຄຍຌັ຦າກາຌຂຌົລົໄ ຄຠຂີະໜາຈແ຦ງໄ . 
ແຌກ າຌຂຽຌເ຃ຈ຃ັ ໅ຄຌີ ໅ຎະກວຍຠີ 2  ຎະ຾ພຈ  ຆຶໄ ຄ 
Matlab M-File 1  ຿ຣະ  Matlab M-File 

2  ຿ຠໄ ຌຂຽຌແຌຨ ຍ຿ຍຍຂວຄ script ລະຌັ ໅ຌ຾຤ຣາ run 
຿ຠໄ ຌ run ແຌໜ໅າຉໄ າຄ Editor ຿ຣ ໅຤຅ະໂຈ ໅຃ າຉວຍແຌໜ໅າ
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ຉໄ າຄ Command Window ລໄ ຤ຌ Matlab M-

File 3  ຿ຠໄ ຌຂຽຌແຌຨ ຍ຿ຍຍ function ຆຶໄ ຄ຦ຣັຄ
຅າກ run ແຌໜ໅າຉໄ າຄ Editor ຿ຣ ໅຤຅ະໂຈ ໅ຍ ໄ ຃ າຉວຍແຌໜ໅າ
ຉໄ າຄ Command Window ຾ຣີງ. ຊ ໅າມາກໂຈ ໅຃ າຉວຍ
ຉ ໅ວຄໂຈ ໅ຎ໅ວຌຂ ໅ຠ ຌແຌໜ໅າຉໄ າຄ Command Window 
ຉາຠ຃ໄ າຂວຄ supply, demand, cost matrix, ຂະໜາຈ
ຂວຄ supply  ຿ຣະ ຂະໜາຈຂວຄ demand ຿ຣ ໅຤຾ວີ ໅ຌ [ 

z ,x ] = VAM(s, d, c, m, n ) ຠາແຆ ໅ ຅ະໂຈ ໅຃ າຉວຍ຋ີໄ

ຉ ໅ວຄກາຌ. ຏໄ າຌກາຌຂຽຌເ຃໋ຈແຌ 3 ກ ຣະຌ຋ີີໄ ກໄ າ຤ຠາຌັ ໅ຌ
຾຦ຌັ຤ໄ າ ຤ິ຋ີ Northwest Corner ຿ຣະ ຤຋ິີ Least 

Cost Matrix ຿ຠໄ ຌຍ ໄ ງາກ ຿ຣະ ຍ ໄ ງາ຤ຎາຌແຈ ລໄ ຤ຌ຤຋ິ ີ
Vogel’s Approximation Method (VAM) ຿ຠໄ ຌ
ຂ ໅ວຌຂ ໅າຄງາກ ຿ຣະ ງາ຤຦ຼາງ຾ຉີຍ. ເ຃ຈ຋ຄັລາຠກ ຣະຌີ
ຌັ ໅ຌລາຠາຈແຆ ໅ໂຈ ໅ມໄ າຄຠຎີະລຈິ຋ຏິົຌຈີ ຿ຣະ ໂຈ ໅຃ າຉວຍ
຿ຏຌຈຽ຤ກັຌກັຍແຆ ໅ຠ  ຿ກ ໅. ລະຌັ ໅ຌ, ລະ຦ຣຸຍໂຈ ໅຤ໄ າແຆ ໅ 
MATLAB ຾ຂົ ໅າແຌກາຌ຿ກ ໅ຍຌັ຦າກາຌຂຌົລົໄ ຄ຿ຠໄ ຌຄໄ າງ 
຿ຣະ ຠຎີະລຈິ຋ພິາຍລ ຄເຈງລະ຾ພາະແຌກ ຣະຌຠີາຉຢິລ
ຂວຄຍຌັ຦າຌັ ໅ຌແ຦ງໄ . 
6. ຂ ໅ຂຈັ຿ງໄ ຄ 
 ຂ ໅າພະ຾຅ ົ ໅າແຌຌາຠຏ ໅຃ົ ໅ຌ຃຤ ໅າ຤ິ຋ະງາລາຈຂ ຎະຉ ິ
ງາຌຉົຌ຤ໄ າ ຂ ໅ຠ ຌ຋ຄັໝົຈ຋ີໄ ຠີແຌຍົຈ຃຤າຠ຤ິຆາກາຌຈັໄ ຄ 
ກໄ າ຤ຌິ ໅ ຿ຠໄ ຌຍ ໄ ຠຂີ ໅ຂຈັ຿ງໄ ຄ຋າຄຏຌົຎະເ຦ງຈກຍັພາກລໄ ຤ຌ
ແຈ ຿ຣະ ຍ ໄ ໂຈ ໅຾ວຶ ໅ວຎະເ຦ງຈແ຦ ໅ກັຍພາກລໄ ຤ຌແຈພາກ 
ລໄ ຤ຌໜຶໄ ຄ, ກ ຣະຌຠີກີາຌຣະ຾ຠຈີແຌຨ ຍກາຌແຈໜຶໄ ຄ ຂ ໅າພະ 
຾຅ ົ ໅າຠ຃ີ຤າຠງຌິຈ຋ີີໄ ຅ະຨຍັຏຈິຆວຍ຿ຉໄ ພຽຄຏ ໅ຈຽ຤. 
7. ຾ວກະລາຌວ ໅າຄວຄີ 
຃ າລະ຦ງຸງ ໂຆງະຣາຈ. (2012). ຤ແິ຅ຈ າ຾ຌຌີຄາຌ. 

ຌະ຃ວຌ຦ຼ຤ຄ຤ຽຄ຅ຌັ: ຠະ຦າ຤຋ິະງາໂຣ຿຦ໄ ຄຆາຈ
ຣາ຤.  
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