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Abstract

The purpose of this dissertation to study the procedures of data
mining methods using methods and techniques in a trained
format, which is part of the data mining techniques, which are
divided into two sub-sets: The training data set and test data set,
the training data set used to create the model while the test data
set used to find the effectiveness of the model by evaluating the
effectiveness of the model is using a confusion matrix The data
in this research are based on the results of blood tests during the
period 2019-2020 in the laboratory of Hamesa hospital as data in
this research. It uses Data Mining in three ways: Decision Tree,
Neural Network, Naive Bayes and Orange Tool to analyze of the
research, then take the best model into the prototype in program
development.

From the experimental results so the results can be as
follows: From the data set of 1543 people, the risk value is 742
people and the non-risk person is 801 people. In the Decision
Tree format with 97.1% accuracy, in the Neural Network with
90.4% and in the Naive Bayes mode with 88.2% accuracy, then
take the model the most accurate is: Decision Tree as a model for
program development.

Keywords: Data Mining, Decision Tree, Neural Network, Naive

Bayes, Complete Blood Count: CBC.
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Data Transformation

II
Database
Hematology Orange Tool

-

01021980 1: 20U €Qe 19NN UUnUe01Tudnd

alla) 211 021UV Qedudnned fomioe Ystwn
1 Name § - - Text
2 | Age 2% - - Number
3 Sex ¥Aq - 0,1 Number
4 | RBC cincdencny 42-55 10%/uL Number
5 | HGB (stuindu 12 -16 g/dL Number
6 |HCT tsuatnsn 3747 % Number
7 | WBC tdntdsnz1o 5,000 - 11,000 10%/uL Number
8 |PLT YA Uehncdon 140-400 103/uL Number
9 Level 001U No-Risk, Risk - Text
M2 2: azcmjﬁnéqu (2 Guasiniunaniisn (CBC)
Uity Min. | Max. oSV (%)
(WO 1=g%), 0=¢)
278 1327 (86%)
&9 216 (14%)
9%¢) () meanxSD 29 70 47.446.8
RBC: Red blood cell mean+SD 3.55 8.1 5.17+0.671
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HGB: Hemoglobin mean+SD 7.9 18.6 13.625+1.487
HCT: Hematocrit mean+SD 25 58 42.039.4+4.099
WBC: White blood cell mean+SD 2900 | 74000 6984.323+3021.995
PLT: Platelet count mean+SD 95 615 249.756+60.529
Level
Non-Risk 801 (51.98%)
Risk 742 (48.02%)
(n =1543) ]
M98 3: Guasy Confusion Matrix Test and Score NaANIUTAcuudULLd
Predicted
Acutual Non-Risk Risk
Non-Risk 567 5
Risk 30 479
M98 4: Guzeg Confusion Matrix Test and Score tgi9geUsg0MNSU
Predicted
Acutual Non-Risk Risk
Non-Risk 518 54
Risk 72 437
(0219801 5: &3u=9e9 Confusion Matrix Test and Score Naive Bayes
Predicted
Acutual Non-Risk Risk
Non-Risk 478 94
Risk 116 393
(190127980 6: 31299 Confusion Matrix Predictions n1ufngulacuutiutl
Predicted
Acutual Non-Risk Risk
Non-Risk 229 0
Risk 11 222
(M98 7: Guzeg Confusion Matrix Predictions (§9gedsanmnsU
Predicted
Acutual Non-Risk Risk
Non-Risk 220 9
Risk 27 206
M98 8: tduzey Confusion Matrix Predictions Naive Bayes
Predicted
Acutual Non-Risk Risk
Non-Risk 204 25
Risk ] 52 181
M2 9: :lzzlgutﬁmouzsjmuéﬁuém
Accuracy% F1% Precision% Recall%
Decision Tree 97.1 97.1 97.2 97.1
Neural Network 90.4 90.4 90.4 90.4
Naive Bayes 88.2 81.3 81.4 81.3
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